
401

Acronyms and Definitions

ACSM American Congress of Surveying and Mapping
API Application programming interface
CDAT Climate data analysis tool
CI Cyberinfrastructure
DBMS Database management system
FGDC Federal Geographic Data Committee
HMM Hidden Markov model
ISO International Standards Organization
LIDAR Light detection and ranging
LULC Land use/land cover
MODAPS MODIS adaptive data processing system
NCDCDS  National Committee for Digital Cartographic 

Data Standards
NSDI National Spatial Data Infrastructure
OGC Open Geospatial Consortium
OpenMI Open modeling interface
PROV-DM PROV data model
REST Representational state transfer
SOAP Simple object access protocol

SOC Service-oriented computing
SOI Service-oriented integration
SQL Structured query language
W3C World Wide Web Consortium
WPS Web processing service
WSDL Web services description language
XML Extensible markup language
XSEDE  eXtreme Science and Engineering Development 

Environment

19.1 introduction

Integrated remote sensing and GIS-assisted problem solv-
ing now supports a remarkable array of domains (e.g., food 
and agricultural security, climate change, forest management, 
heritage preservation, and urban and regional planning) and is 
being configured in a great variety of technical means. Given 
the sheer quantity of innovations reported in journals and books 
(including the Remote Sensing Handbook), any one expert 
may be keenly aware of only a fraction of the detailed remote 
sensing and related geospatial methods available to address a 
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402 Remotely Sensed Data Characterization, Classification, and Accuracies

given problem statement. Regardless of the remote sensing 
application  under study or review, some reliance (whether 
implied or reported) is always made upon the geoprocesses 
and  workflows associated with any geospatial artifacts pro-
duced. In the context of a specific geospatial decision support 
artifact (e.g., a map of predicted crop yield in kg/ha), a record 
of the specific geoprocesses may be termed geospatial prove-
nance (or lineage; see Section 19.1.1). This chapter explores how 
remote sensing–assisted geoprocessing and related GIS work-
flows have been or may be combined with digital provenance 
information in order to augment scientific reproducibility, 
comparison, trust, or to otherwise improve remote sensing–
assisted decision support.

Increasingly of interest in computer systems, digital prov-
enance has relatively early geospatial origins that date back to at 
least the 1980s (e.g., Chrisman 1983), with a definite resurgence 
around 2009 (e.g., Yue et al. 2010a). The early and expanded geo-
spatial interest and connection to provenance are driven in large 
part by the question of methodological innovation. For remote 
sensing and GIS integration to best improve the quality of deci-
sion making tools across a range of applications and domains, it 
seems reasonable that, if possible, such innovation must first be 
machine recognizable. Unfortunately, many geospatial decision 
support tools lack suitable means to even replicate their findings, 
and innovation reported is naturally bracketed by complex ques-
tions of accuracy, fitness for use, and a variety of other quali-
tative and quantitative metrics related to reliability and trust. 
So, while there is broad conceptual agreement that machine- 
interpretable source and process history records are vital and 
may even be scientifically transformative in the modern era, 
questions remain unanswered on how provenance information 
may simultaneously benefit multiple domains (including the 
geospatial domain), and what mechanisms for its digital capture 
and exchange will most successfully convey those benefits.

There are at least two good reasons to believe that even partial 
success toward machine-interpretable geospatial process history 
records will be rewarded. First, correct expert interpretation 
of the full scope of relevant methods, procedures, algorithms, 
and expert knowledge is subject to entropy and constitutes an 
increasingly complex, even daunting companion to the twenty-
first-century big [geospatial] data (Hey et al. 2009). Second, as 
remote sensing and other geospatial techniques are commu-
nicated in the scientific literature, there is a well-known con-
tinuing expectation and scholarly requirement that previously 
published studies are carefully acknowledged for their relevant 
achievements and/or limitations. Failure to increasingly harness 
machine power on these two fronts (but to continue interpreta-
tions by experts alone) is probably not a viable long-term option. 
In a related example from computer systems, Buneman (2013) 
notes that the underappreciated machine-managed provenance 
in software version control systems has helped prevent a total 
disaster in software engineering.

It is clear that absent the kinds of methodological analyses 
enabled in part through exchange of provenance information, 

an increasingly data-intensive geo-cyberinfrastructure (Di et al. 
2013a) renders comprehensive remote sensing–assisted geo-
spatial workflow interpretations, comparisons, and knowledge 
transfers ever more difficult by experts alone. Furthermore, 
depending on the geospatial laboratory setting and the capabil-
ities of a given research team, the actual digital methods linked 
to published materials may overlap significantly with previ-
ously reported work, may offer similar results using a more or 
less computationally efficient means of problem solving, and/
or may be idiosyncratic to individual skills and experience. 
In an integrated geoprocessing, workflow, and provenance 
cycle, expert refinement of remote sensing–assisted decision 
support knowledge may be augmented by software agents 
capable of automated exchange and recognition of innovation 
(Figure 19.1).

Over the past 25 years, various prototype forms of geospatial 
provenance have been implemented in shared workflow envi-
ronments, including those specialized for high-performance 
capabilities. In spite of the potential of these prototypes, single 
user/workstation geoprocessing and workflow design continue 
to be a dominant tradition with many active options (e.g., from 
Hexagon Geospatial, Exelis Visual Information Solutions, and 
ESRI). There is therefore a discrepancy between futuristic col-
laborative goals and the actual state of the art of remote sensing–
assisted software. There are also variations in how provenance 
itself is defined, whether specifically in a remote sensing or 
 geospatial-related forum, or more broadly in computer systems. 
It therefore seems reasonable to report progress in terms of what 
the actual computational environments entail and which defini-
tions are implied.

19.1.1 Working Definitions

Though commonly understood in a broad remote sensing and 
geospatial computation parlance, Wade and Sommer (2006) 
define geoprocessing in the context of the many tools available 
in one software platform (ESRI’s ArcGIS) with an emphasis 
on input GIS datasets, operations performed, and associ-
ated outputs. More generically, its root, process, implies an 
instance of a computer program execution, and this is natu-
rally compatible with a geospatial/remote sensor data process-
ing software context. Of course, identical geospatial computer 
programs operating on identical input datasets may produce 
different results as a function of additional configuration 
parameters. For example, raster-based geoprocessing tools in 
ESRI’s ArcGIS 10 platform allow for an environment setting 
called Snap Raster. This setting allows the user to specify the 
spatial grid on which computations are made. In practice, use 
of this parameter allows pixels in an output raster layer to be 
exactly aligned with another raster having the same cell size. 
To a novice, the resulting subpixel geometric shift may seem 
inconsequential at the overview scale. However, remote sens-
ing experts know that when geoprocessing tools are chained 
together into a workflow (in the present context, a repeatable 
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403Geoprocessing, Workflows, and Provenance

sequence of geoprocesses of interest to a person or group), 
environment settings like Snap Raster can affect the logic of a 
decision support conclusion.

Provenance traces back to 1294 in Old French as a deriva-
tive of the Latin provenire, and while Merriam-Webster (2014) 
emphasizes provenance as a concept (e.g., ownership history of 
a painting), Oxford University Press (2014) highlights the record 
of such provenance (Moreau 2010). In the art domain where the 
term is very well established, provenance entails an artifact’s 
complete ownership history, but ideally will also include artistic, 
social, and political influences upon the work from its creation 
to the present day. There is an established research process for 
obtaining an artifact’s trusted provenance, and the information 
is highly valued, particularly to authenticate real versus fraud-
ulent works (IFAR 2013; Yeide et  al. 2001). As a related term, 
provenance is now increasingly used in a broad range of fields 

(e.g., archaeology, computer science, forestry, and geology) with 
usually overlapping definitions.

Computational definitions of provenance are more numer-
ous than in other domains, largely because of (1) the difference 
between concepts of digital records and actual digital records, 
and (2) the variation in software environment such as a data-
base management system (DBMS) versus file-based process-
ing (Moreau 2010). Understanding provenance within DBMS 
queries requires more computationally detailed observations 
than understanding provenance at a more generalized work-
flow level (where one step in the workflow may entail multiple 
database queries). Various traditions further influence how 
provenance is viewed, for example, whether it is conflated with 
metadata or trust, two closely related but distinct concepts 
(Gil et al. 2010). Given the infrastructural importance of the web 
in remote  sensing–assisted decision support, the following W3C 

Execution time

Online access

Ancillary, in situ, and remote sensor data
Geoprocesses, workflows, and metadata

Workflow output
Provenance

Optimize
Simplify Specifications

and standards

Deduplication

Open source scripting
Identical/comparable
results

Geoprocessing,
workflows, and

provenance cycle

Recognize innovation

Online replicable spatial decision support
Standardized provenance and metadata

Conclude

Comparison of
workflows and
geoprocesses

Analyze

Curate

Replicate

Remote
sensing
expert

Software
agent

Store

Design

Capture

Innovate

FIg u r e 19.1 Integrated geoprocessing, workflows, and provenance may be conceptualized as a positive developmental cycle used to refine 
remote sensing knowledge before decision support is communicated. Highlighted aspects of this cycle suggest a capacity of remote sensing experts, 
in conjunction with software agents, to cooperatively capture, store, analyze, curate, replicate, and innovate remote sensing–assisted decision sup-
port methods. (Artist image of WorldView-3, Courtesy of DigitalGlobe, 2014.)
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404 Remotely Sensed Data Characterization, Classification, and Accuracies

Provenance Incubator Group’s working definition of provenance 
(in a web resource context) carries significant weight:

Provenance of a resource is a record that describes enti-
ties and processes involved in producing and delivering or 
otherwise influencing that resource. Provenance provides 
a critical foundation for assessing authenticity, enabling 
trust, and allowing reproducibility. Provenance assertions 
are a form of contextual metadata and can themselves 
become important records with their own provenance.

g il et al. (2010)

It should be noted that while provenance and lineage are here 
used interchangeably, one can argue that there are subtle differ-
ences in their meanings. Process history seems to fit more easily 
with the many definitions attributed to provenance, and lineage 
implies a kind of genealogy or data pedigree record relative to a 
remote sensing–assisted decision support artifact. While these 
semantic differences are not a point of the present focus, each 
word will appear in its historical context (beginning with lin-
eage). Also, a number of surveys have been conducted on prove-
nance including some with a geoprocessing and workflow flavor. 
For example, Yue and He (2009) provide a review covering vari-
ous aspects of geospatial provenance. For a broader perspective, 
Bose and Frew (2005) provide a review covering provenance 
in geospatial as well as other domains. More recently, Di et al. 
(2013b) provide an overview of geoscience data provenance.

19.2 Historical context

The earliest work in geospatial lineage was spurred in the 
United States through the formation of the National Committee 
for Digital Cartographic Data Standards (NCDCDS) by the 
American Congress of Surveying and Mapping in 1982 (Bossler 
et al. 2010). In 1988, chaired by Dr. Harold Moellering from Ohio 
State University, the NCDCDS proposed five fundamental com-
ponents of a geospatial data quality report, including (1) lineage, 
(2) positional accuracy, (3) attribute accuracy, (4) logical consis-
tency, and (5) completeness. The NCDCDS described lineage in 
detail, which they presented as the first quality component. Less 
than a third of their description for lineage follows (Moellering 
et al. 1988, p. 132):

The lineage section of a quality report shall include a 
description of the source material from which the data were 
derived, and the methods of derivation, including all trans-
formations involved in producing the final digital files. The 
description shall include the dates of the source material…

As geospatial workflows began to transition from analog to 
digital environments, it became clear that lineage-implied geo-
processes would need to be tracked from their origins, through 
revisions to the data, and finally to the output (Moore 1983). 
Chrisman (1983) noted that unfortunately over its lifetime, 

lineage information in quality records would be subject to 
entropy or fragmentation as a result of continuous GIS main-
tenance. He described reliability diagrams (for intelligence and 
other reliability-sensitive applications) embedded with lineage-
related geometry and attributes (e.g., polygons identifying 
specific aerial photographic sources) and recommended them 
to be incorporated in typical GIS design. While not typically 
portrayed as lineage or provenance today, this type of lineage-
related geodata, such as DigitalGlobe image collection footprints 
accessible in Google Earth, is extremely useful for visualization 
purposes and may resist digital entropy due to established geo-
data interoperability.

Beyond the challenges presented by digital records of lineages 
for multiple geodata versions, Langran and Chrisman’s (1988) 
emphasis on multitemporal GIS highlighted additional record 
complexity that would be required. Nyerges’s (1987) discussion 
on geodata exchange implied that quality metadata (including 
lineage information) could eventually facilitate geoprocessing 
design (workflows) with the two being mutually dependent. 
Others including Grady (1988) reasoned that lineage need not 
only support records of data quality but could in turn be used 
to record societal mandates (e.g., legislative drivers of geodata 
development) in the lineage information. While the existence 
of these additional complexities and potential requirements for 
geospatial lineage/provenance did not thwart attempts to forge 
ahead with possible software solutions, they pointed to signifi-
cant challenges.

19.2.1  Digital Provenance in Remote 
Sensing and Geospatial Workflows

Over the last few decades and especially in the last 5 years, there 
has been significant attention given to understanding lineage/
provenance in computer systems, and a variety of formalisms 
have been developed to understand their role in scientific work-
flows (e.g., Bose and Frew 2005; Buneman and Davidson 2010; 
Hey et al. 2009; Simmhan et al. 2005). In the following text, we 
highlight pioneering digital advances with geospatial lineage 
(circa 1990s) and more recent geo-cyberinfrastructure advances 
in provenance (circa 2000s to present).

19.2.1.1 Pioneering Work in Geospatial Lineage

As Chrisman (1986) suggested, “evaluation and judgment of fit-
ness of use must be the responsibility of the user, not the pro-
ducer. To carry out this responsibility, the user must be presented 
with much more information to permit an informed decision” 
(p. 352). Moellering et  al. (1988) later emphasized producers’ 
obligation to first document and update the lineage of their data 
in order to trace all the work (whether analog or digital) from 
original source materials through the intermediate processes to 
final digital output. It became obvious that both GIS software 
and international standards would be needed to facilitate the 
development and the maintenance of such records.

An early version of ESRI’s ARC/INFO Geographic Information 
System featured a LIBRARIAN module capable of capturing 
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405Geoprocessing, Workflows, and Provenance

and querying some aspects of geospatial lineage. Using the 
module’s CATALOG command, a database administrator could 
retrieve information on map production status as well as review 
time stamps and coordinates of recent map updates (Aronson 
and Morehouse 1983). In the mid-1980s, the U.S. Geological 
Survey (USGS) began development of a GIS-linked automated 
cartographic workflow system called Mark II with partial lin-
eage capabilities. An important part of Mark II’s design was its 
capacity to track the location (e.g., network address) of datas-
ets and their progress from curated archive toward final map 
products (Anderson and Callahan 1990; Guptill 1987). While it 
was envisioned this system would play a key role in fulfilling the 
National Mapping Program’s mission through 2000, the agency 
focus transitioned by the mid-1990s toward GIS data develop-
ment including the National Map. The first reported develop-
ment of a system to specifically and directly address geospatial 
lineage was David Lanter’s Geolineus project commenced in the 
late 1980s as part of his doctoral research at the University of 
South Carolina’s Department of Geography (Lanter 1989). As 
the prototype pioneering work in geospatial lineage/provenance, 
this is reviewed in detail with added explanation.

Lanter invented a method and means to capture, structure, 
and process geospatial lineage to determine and communicate 
the meaning and integrity of the contents of a GIS database 
(Lanter 1993a). His metadata and processing algorithms track 
and document remotely sensed and other geodata sources and 
analytic transformations applied to them to derive new datasets. 
In addition to differentiating between source and derived data-
sets, Lanter further distinguished intermediate and product-
derived datasets. More concisely, let

Datasets Dataset source derived= ={ : , },i i

 Dataset Dataset intermediate productderived derived= ={ : , }..k k

Source datasets can be the results of in situ sampling and data 
collection, remote sensing, or ancillary data (e.g., digitization 
of maps, or thematic data resulting from digital processing of 
remotely sensed data). Initially, only source datasets are avail-
able for geoprocessing and transformation into a derived dataset 
(Figure 19.2; n ≥ 1, m = 0). Later, new datasets can be generated 
exclusively from derived datasets (n = 0, m ≥ 1) using spatial 
analysis transformations such as reclassification, distance mea-
surement (buffering), connectivity, neighborhood characteriza-
tion, and summary calculations. Alternatively, new datasets can 
be derived from inputs that include sources, derived, or both 
(n + m > 1) using multi-input transformations such as arithme-
tic, statistical, and logical overlays, as well as drainage network 
and viewshed determinations.

Lanter classified datasets into source, intermediate, and 
product types (Figure 19.2), and related them to one another as 
inputs and outputs of each data processing step of an analytical 
application. He gave input datasets parent links pointing to out-
put datasets they were used to create (Who am I the parent of?) 

and provided output datasets child links connecting them back 
to their input datasets (Who am I the child of?). Each parent-
and-child relationship was defined as an ordered pair of input 
and output datasets. Lanter’s parent relationship identified the 
derived output given a source or derived input dataset, while 
his child relationship would identify a derived or source dataset 
when given an output dataset.

Child links connecting output datasets to their inputs 
enabled automatic deduction of which datasets within an ana-
lytic database are sources and which are derived (Lanter 1993b). 
Derived datasets are connected to their inputs by child links, 
while sources lack such links. Lanter defined his child opera-
tor to take a derived dataset, access its child links, and identify 
inputs used to create it. His Ancestors algorithm applied the 
child operator and by a recursive function traced the child links 
to identify datasets used to create a derived dataset, including 
any sources in the geoprocessing application. Lanter defined 
the parent operator to take a source or derived dataset as input, 
and access and traverse its parent links to identify all the out-
puts derived from it. His Descendants function recursively 
traced parent links and identified all datasets derived from a 
source or other derived input dataset used within a geoprocess-
ing application.

Classification of datasets into source, intermediate, and prod-
uct paved the way to structuring additional lineage metadata 
attributes. Lanter used the artificial intelligence frame data 
structure to organize knowledge about the metadata properties 
of source, intermediate, and product dataset types. Each source 
dataset was provided a frame for storing source properties such 
as its name, feature type(s), date(s), responsible agency, scale, 
projection, and accuracy attributes. He provided each derived 
dataset with a frame for storing detailed metadata elements 
about where it is physically stored, the command applied to 
derive it, the command’s parameters, who derived it, and other 
aspects of its derivation. Lanter saw products as derived datasets 
that were provided an additional frame for metadata detailing 

Product

Or (i.e., is either one,
the other, or both)

Intermediate

m

I

n

Source

Derived

Transformed

FIg u r e 19.2 Relationship among source and derived datasets, 
where each instance of the latter may be either an intermediate or prod-
uct dataset, or both.
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406 Remotely Sensed Data Characterization, Classification, and Accuracies

the analysis goal the dataset was intended to meet, intended 
audience/users of the dataset, when it was released, etc.

More formally, each Dataseti (i.e., source, intermediate, or 
product) was provided an ordered list of metadata properties, Aj, 
such that Aj = {Aj1, Aj2,…,Ajk = f(i)}. Specifically,

 

Dataset Name Features Data Scale Projectionsource sourceA = { , , , , ,
AAgency Accuracy, , },…

 

Dataset Name Command
Parameters

intermediate intermediateA = { , ,
,UUser Date, , },…

and

 

Dataset Goal Audience Release Date
Intended

product productA = { , , ,
Use, }.…

Given w ∈ {source, intermediate, product}, m a metadata prop-
erty of w, and awm a value of Awm then a datasetw = (aw1,aw2,…, awl).

Lanter’s lineage metadata structure represented datasets as 
nodes coupled with source, command, and product properties, 
and connected them with parent and child links (Figure 19.3). 

Lanter adapted the Ancestors function to respond to lineage que-
ries and to report on data sources and the sequence of process-
ing (i.e., data lineage) applied to sources and intermediates to 
derive a target dataset (Lanter 1991). He integrated the Ancestors 
function with a rule-based processor that checked the inputs 
of each user-entered GIS command, determined their related 
sources, and evaluated their metadata to detect and warn users 
when they were entering commands that would otherwise com-
bine datasets of incompatible properties such as projections, 
scales, and dates (Lanter 1989). Lanter subsequently modified 
the Descendants function to automatically generate and run 
GIS scripts and propagate new source data to update dependent 
intermediates and products (Lanter 1992a).

19.2.1.1.1  Geolineus
Lanter and Essinger designed the lineage diagram, an icon-
based flowchart graphical user interface (GUI), to enable users 
direct interaction with lineage metadata to understand, modify, 
and maintain their analytical applications and ESRI’s ARC/
INFO’s spatial data contents (Essinger and Lanter 1992; Lanter 
and Essinger 1991), and implemented it in Geolineus (Lanter 
1992b)—the first lineage-enabled geospatial workflow system.

Source
properties

Source
properties

Derived
intermediate

Derived
intermediate

Product
properties

Derived
intermediate

Derived
product

Command
properties

Command
properties

Command
properties

Command
properties

Child

Child

Child

Child

Child

Child

Parent
Parent

Parent

Parent

Parent

Parent

Source
properties

Source Source Source

FIg u r e 19.3 Lineage represented as structured metadata consisting of parent and child links connecting source, intermediate, and product 
datasets. While each source possesses a frame containing metadata properties, frames for derived datasets detail the GIS command used in its 
creation. In addition, derived product datasets possess a frame describing analytic goals, release date, and users.
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407Geoprocessing, Workflows, and Provenance

Geolineus enabled users of ESRI’s ARC/INFO and GRID (for 
image processing) to capture, create, save, exchange, analyze, 
and reuse lineage metadata to maintain their GIS databases. 
Geolineus’s user interface included a lineage data flow diagram 
within one panel, coupled with another panel containing its own 
command line processor in place of the command line proces-
sor of ARC/INFO and GRID. As users added source datasets, 
they were presented with a form to document them, after which 
they were displayed along the top of the data flow diagram, each 
with a square icon with a bar at its top. Symbols within the icons 
would identify if the dataset contained points, lines, polygons, 
raster grids, and/or value attribute tables. Icons further down 
the flowchart represent datasets derived with geospatial analy-
sis operations such as CLASSIFY, BUFFER, and INTERSECT. 
Geolineus would create icons and arrows connecting them to the 
flowchart automatically as these commands were used. Icons at 
the bottom of the flowchart signifying products, that is, derived 
datasets that represent the final step in the geospatial applica-
tion, each included a bar along its bottom edge (Figure 19.4).

Written in Common LISP, Geolineus used multiprocessing 
capabilities of UNIX to run the geospatial processing software 
as a background job while providing its own command line 
window to the user. As the user would enter a command trans-
forming one or more spatial datasets to derive a new one (e.g., 
classify, union, and intersect), Geolineus would parse, extract the 

identities of the input and output datasets and the command and 
its parameters, and pass the command off to the geospatial pro-
cessing software running in the background. Geolineus moni-
tored the processing and feedback messages returned from the 
geospatial processing software and presented them to the user 
within its own command line window in real time to provide the 
user with the illusion that they were interacting directly with the 
geospatial software. The system detected whether the processing 
successfully completed and, if so, the input/output relationships 
and command information would be stored within its metadata-
base and the data flow diagram dynamically updated with a new 
icon for the output dataset connected by dotted arrows (labeled 
with the command) emanating from its data sources. When the 
final data product was reached, the user could click on its icon 
and fill in the displayed product form to document the analytical 
goal it represented (e.g., wells at risk from nearby leaking pipes) 
and who should be contacted if it was updated or changed.

Geolineus also monitored each dataset in the diagram to 
determine if it was edited or replaced. If a source or derived data-
set was found to be modified, its icon would turn yellow in the 
diagram. If the dataset needed its topology rebuilt in response 
to an edit, the polygon or line feature symbol within the icon 
would turn red. If a derived dataset was potentially out of date 
because one of the sources it was derived from was edited, its 
icon would turn orange. Users could click on a source icon to 

Command propagation or “Ripple”
Lineage and workflow execution are linked
Allow easy source and intermediate updates

Geolineus GUI
Visualization of lineage diagrams
Frames for dataset and command metadata

FIg u r e 19.4 Examples of Geolineus’ interactive lineage diagram GUI. The left screen shot illustrates linkage of a command frame to the 
BUFWELLS dataset highlighted in black; clicking on the “Ripple” button at the bottom of the command frame propagated changed buffer command 
parameters throughout the workflow. The right screen shot illustrates the LANDUSE2 dataset’s source frame, and commands applied to that 
source to derive the COV1 and COV2 datasets.
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408 Remotely Sensed Data Characterization, Classification, and Accuracies

view metadata about what it represented, when it was created, 
where  it  came  from, and cause a propagation (ripple) of its data 
through sequences of commands updating intermediate and 
product datasets originally derived and created from it. Users 
could also click on a derived dataset to rerun the commands nec-
essary to pull new, updated, and modified source data through the 
flowchart’s processing logic and update the derived geodata (Lanter 
1994b). Geolineus enabled users to save, exchange, and import lin-
eage metadata in ASCII file format to meet the Federal Geographic 
Data Committee’s (FGDC’s) Content Standard for Digital 
Geospatial Metadata, document exchanged datasets, accompany 
source datasets, provide logic for use within other instances of the 
software to reconstitute a derived geospatial database, and serve as 
reusable analytic application logic templates to snap to replacement 
source datasets associated with different study areas.

Lanter and Veregin (1991, 1992) modified the lineage meta-
data to store error measures and demonstrated new algorithms 
for mathematically modeling how error measures of data sources 
are transformed and combined through a sequence of spatial 
analysis functions to determine the quality of a derived spatial 
analytic product dataset. They added properties to the source 
frame for storing user-entered measures of data source error, 
and properties to the command frame for storing derived error 
measures for each derived dataset. Geolineus’s Ancestors and 
Descendants functions were modified, enabling them to access 
error properties of input datasets, select and apply an appropriate 
error propagation function to derive, store and present the error 
measure of the derived geospatial dataset as the user typed in 
their spatial analysis commands. Lanter (1993b) followed this by 
modifying the lineage metadata and Ancestors and Descendants 
functions to use commercial costs of data storage and central pro-
cessing time to calculate and compare the relative costs of stor-
ing versus using lineage metadata to re-derive intermediate and 
product datasets when needed. The results enabled Geolineus to 
determine an optimal spatial database configuration and choose 
which datasets to delete and re-create when needed. Veregin and 
Lanter (1995) modified the metadata frames and Ancestors and 
Descendants functions to demonstrated lineage metadata-based 
error propagation techniques for identifying the best data source 
to improve based on cost value per product quality improvement 
achieved. Geolineus was programmed to systematically vary the 
error value of each source, iteratively applying mathematical 
error propagation functions and determining its effect on prod-
uct quality. Comparing slopes of lines graphing source error ver-
sus resulting product enables determination of relative impact 
each data source has on data product quality.

To help analysts and auditors understand undocumented 
preexisting analytically derived GIS datasets, Lanter provided 
Geolineus with capabilities to extract lineage metadata and cre-
ate a lineage diagram from ARC/INFO log files. Similar to the 
history list the UNIX operating system recorded user commands 
into, the ARC/INFO GIS copied user-entered GIS commands 
into log files, which it stored and maintained within the operating 
system file system directories or workspaces. Geolineus’s “Create 
from log” option automatically extracted lineage metadata and 

created a lineage diagram reflecting the commands contained in 
the log file of a targeted workspace. While the log files contained 
the name of the dataset and the file system path indicating where 
the dataset was stored, they did not include other source meta-
data (i.e., thematic feature type, date, agency, scale, projection 
accuracy, etc.) necessary for achieving a clear understanding of 
contents and qualities of each source. To resolve this, analysts 
and auditors working with Geolineus clicked on the source icons 
within the lineage diagram, brought up source frames, and filled 
in missing source metadata if available.

Lanter (1994a) formulated metadata comparison functions 
that enabled him to automatically determine if two spatial ana-
lytic datasets were equivalent and if two geospatial datasets were 
similar. These were implemented within Geolineus to identify 
common and unique geospatial data processing conducted in 
and among multiple GIS workspaces (Lanter 1994b). His search 
for datasets common to different lineage metadata representa-
tions began with a determination of source equivalence. Source 
datasets were considered equivalent when their source meta-
data properties were found to have equivalent values, assuming 
these properties are sufficient to uniquely identify their contents 
and qualities. This enabled the detection of equivalent and pos-
sibly redundant source datasets that are stored in different file 
system locations but contain equivalent content. Source data 
equivalence was implemented in Geolineus’s “Merge” func-
tion, which enabled users to analyze log files of data processing 
applications run in different workspaces and produce a single 
unified lineage diagram illustrating their common and unique 
data sources (Figure 19.5).

In turn, Lanter considered derived datasets equivalent when 
(1) their input datasets were equivalent and (2) when transfor-
mations applied to compute them from their inputs were found 
to be equivalent. Derived data equivalence was implemented in 
Geolineus’s “Condense” function. Condense enabled Geolineus’s 
users to detect the lineage representations of redundant process-
ing and resulting copies of derived data stored under different 
names or in different file system locations, remove the redundant 
data, and consolidate the transformational logic applied in their 
derivation within the unified metadata and lineage diagram.

Lanter and Surbey (1994) put Geolineus’s capabilities to work 
in the first enterprise GIS database and geoprocessing quality 
audit. They systematically evaluated the geospatial data sources, 
products, and geoprocessing applied to derive 40 GIS data prod-
ucts, developed within 14 projects, for eight departments of a 
large southwestern electric utility. Lanter and Surbey identi-
fied 54 data sources among the 806 raster (GRID) and vector 
(ARC/INFO) GIS datasets produced for the electric utility’s 
decision makers. They interviewed the department’s GIS spe-
cialists, filled in as much missing source metadata that could 
be recalled and confirmed, and noted findings about what was 
unknown about the source data. In addition to assessing ade-
quacy of source data documentation, Lanter and Surbey ana-
lyzed the resulting lineage diagrams they created and measured 
the complexity of spatial analysis logic employed within the 14 
GIS application projects.
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409Geoprocessing, Workflows, and Provenance

Lanter (1994a) extended his dataset equivalence tests and for-
mulated a set of source and derived data similarity tests in order 
to detect patterns of data usage and derivations within work-
flows. He coupled these with a geospatial data taxonomy (e.g., 
Anderson et al. 1976) and a GIS command language taxonomy 
(e.g., Giordano et al. 1994) to generalize analytic logic employed 
within prior applications of GIS and find common data analy-
sis patterns. Lanter presented a suite of lineage-based metadata 
analysis methods for detecting and communicating common-
alities and differences among particularly useful spatial analy-
sis applications, with the intent of improving geographers’ basic 
understandings of spatial analytic reasoning and to provide a 
method and means to answer fundamental geographic ques-
tions including the following:

• Are there a finite number of spatial relationships studied 
within and among different GIS applications areas? If so, 
what are they?

• Within particular applications areas, are certain spatial 
relationships stressed more than others? If so, what are they?

• Are common patterns of analytic logic used to build up 
certain complex spatial relationships? If so, what are they?

• Are certain spatial relationships consistently sought at dif-
ferent spatial, thematic, and temporal scales?

19.2.1.1.2  Geo-Opera
Also incorporating geospatial lineage into its design in the 
1990s, Geo-Opera was developed as a prototype geoprocessing 
support or geospatial workflow management system that would 

enable interoperability, data recovery, process history records, 
and data version monitoring in commercial GIS (Alonso and 
Hagen 1997). Geo-Opera was based on a modular architecture 
composed of interface, process, and database modules. It used 
its own process scripting language and was based on the OPERA 
distributed operating system that allowed for data distribution 
and process scheduling within a local area network. In Geo-
Opera, geodata first had to be registered before being utilized, 
thus mitigating the common problem (that persists today) of 
lack of source metadata.

19.2.1.2  expansion of Limited Provenance in 
commercial and Public Geoprocessing

As commercial and public (i.e., free and open-source) GIS appli-
cations rapidly matured and grew in analytical power, it became 
necessary to provide a way for users to build and track workflows 
involving interactions among many complex and varied geopro-
cessing operations. At least two approaches to create and man-
age workflows have emerged—graphical block programming 
and integrated database style querying. The first is essentially 
a visual interface to programming, while the second approach 
appeals to users trained in database management. While both 
enable at least some form of provenance, enterprise database 
systems can provide record-level transaction management, 
which, at least in detail, is beyond the scope of this chapter.

By far the most common approach, due in large part no doubt 
to its ease of use and graphic nature, is graphic block program-
ming approach. Commercial GIS and remote sensing applica-
tions such as ESRI’s ArcGIS, Hexagon Geospatial’s ERDAS 
IMAGINE, and PCI’s Geomatica expose their complex process-
ing tools in this way (e.g., Figure 19.6). The free and open-source 
GRASS GIS also provides a visual programming environment 
for both vector and raster operations. Boundless (formerly 
OpenGeo) is developing a visual programming environment for 
QGIS, an open-source GIS. All of these environments capture 
and store some degree of provenance including in some cases 
important environmental settings that can significantly affect 
geoprocessing results. It is important to note that visual pro-
gramming interfaces can normally be bypassed by skilled users 
familiar with application programming interfaces (APIs) or 
scripting languages integrated with GIS.

A less common approach is incorporated almost exclusively 
in enterprise databases that have integrated spatial operators 
and native spatial data objects. With this level of integration, 
spatial operators become just another type of operation exposed 
through (often extended) structured query language (SQL) inter-
faces. At a minimum, the SQL commands used to manipulate 
spatial data objects are recorded and may be inspected in a vari-
ety of graphical environments. As of mid-2014, most spatially 
enabled databases have extensive vector operators but limited 
raster or image operators of particular interest in remote sensing 
workflows. However, technologies such as the Oracle Spatial and 
Graph option for Oracle Database 12c now enable image algebra 
in addition to other remote sensing–oriented capabilities such as 
LIDAR data processing.

FIg ur e 19.5 Geolineus GUI illustrating the results of the “Merge” 
function unifying two lineage diagrams at their common source LOTS 
dataset, and “Condense” function which removed redundant process-
ing and derived datasets unifying them at their common intermediate 
ONELOT dataset. The red mark on the yellow LOTS dataset indicated 
an edit and need for polygon topology repair, and the orange color in 
derived datasets reflected the need for changes to be propagated using 
the “Ripple” function to update the OUTPUT and FINALCOV products.
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410 Remotely Sensed Data Characterization, Classification, and Accuracies

19.2.1.3  interest in Provenance as a component 
in Geo-cyberinfrastructure

Cyberinfrastructure (CI) is a concept that has been exten-
sively used since Atkins et  al. (2003) Revolutionizing Science 
and Engineering through Cyberinfrastructure: Report of the 
National Science Foundation Blue-Ribbon Advisory Panel on 
Cyberinfrastructure. As a common infrastructure for scientific 
data and computing, a variety of components and topics are 
involved in CI construction, including hardware, software, net-
work, data, and most importantly people. The development of 
CI can be traced back to the construction of the TeraGrid infra-
structure in the 1990s that was replaced by eXtreme Science 
and Engineering Development Environment (XSEDE) in 2012. 
By linking supercomputers through high-speed networks, 
TeraGrid and XSEDE have provided a powerful computing envi-
ronment and capability to support petascale to exascale scien-
tific computation.

In a broader and general domain, the internet can be regarded 
as the CI since all computers can be linked together through the 
network. When varieties of data and databases can be hosted 
and connected on the internet, data processing and analytics 
can be conducted through service-oriented computing (SOC). 
In early 2000, web service technology was proposed to be the 
solution for software interoperability. In this vision of interop-
erable software engineering and integration, a service is an API 
defined in Web Services Description Language, while communi-
cation between the service provider and the service requester is 
based on the Simple Object Access Protocol (SOAP). Meanwhile, 
Representational State Transfer (REST) services are based on 
HTTP protocol using its GET/POST methods for mashup online 
resources (Fielding 2000). Both SOAP- and REST-based services 

can be deployed for remote procedure calls. Furthermore, with 
the advancement of telecommunication infrastructure and tech-
nology, wireless networking has been providing another approach 
for data sharing and network computing, while varieties of sensor 
networks can be connected through wireless networks.

Today, different computing networks can be linked together. 
Supercomputers on the XSEDE can be accessed through a web 
portal, while wireless sensor networks can be accessed on the 
internet. Such a huge but heterogeneous CI increases the diffi-
culty and complexity for geoprocessing, workflows, and prov-
enance research (Wang et al. 2008). In 2007, the National Science 
Foundation (NSF) released the DataNet program that would sup-
port comprehensive data curation research over the CI, and NSF’s 
Data Infrastructure Building Blocks program “will support devel-
opment and implementation of technologies addressing a subset 
of elements of the data preservation and access lifecycle, includ-
ing acquisition; documentation; security and integrity; storage; 
access, analysis and dissemination; migration; and deaccession,” 
as well as “cybersecurity challenges and solutions in data acquisi-
tion, access, analysis, and sharing, such as data privacy, confiden-
tiality, and protection from loss or corruption” (NSF 2014), which 
are all topics relevant to the themes in provenance.

19.2.2  Specifications and international Standards 
for implementation of Shared Provenance-
Aware Remote Sensing Workflows

Since the Moellering et al. (1988) proposal identifying geospatial 
lineage as the first component in a data quality report, a variety 
of provenance-related standards have been developed including 
those at the international level. The most current standard in use 

FIg u r e 19.6 Geospatial scientists interact with the ASA Hazard Map (Tullis et al. 2012), a remote sensing–assisted silviculture assessment 
spatial decision support system, and its five downloadable ArcGIS 10 ModelBuilder workflows using a collaborative multitouch display. Each 
yellow rectangle represents an ArcGIS tool (e.g., for estimating incoming solar radiation using a LIDAR-derived DEM) and, together with inputs, 
outputs, and other parameters (colored ovals), constitutes a geoprocess. After execution, geoprocesses are marked with shadows that may be 
cleared only by resetting or changing geoprocess parameters including geoprocessing environment settings. User interaction with shaded geo-
processes effectively provides access to workflow-level provenance information for the most recent execution and facilitates dependent geoprocess 
updates after any modifications are made.
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411Geoprocessing, Workflows, and Provenance

is the International Standards Organization’s ISO 19115-2, which 
has been endorsed by the Federal Geographic Data Committee 
(FGDC; ISO 2009).

19.2.2.1 Metadata interchange Standards

In the United States, the FGDC has been coordinating the 
development of the National Spatial Data Infrastructure by 
developing policies and standards for sharing geographic data. 
The Content Standard for Digital Geospatial Metadata defines 
common geospatial metadata about identification information, 
spatial reference, status information, metadata reference infor-
mation, source information, processing history information, 
distribution information, entity/attribute information, and con-
tact information of the geodata creator.

Partially based on the FGDC’s 1994 metadata standards, 
the ISO Technical Committee (TC) 211 published ISO 19115 
Metadata Standard, covering a conceptual framework and 
implementation approach for geospatial metadata generation. 
ISO/TC 211 suggests that metadata structure and encoding 
are implemented based on the Standard Generalized Markup 
Language that has the same format as the Extensible Markup 
Language (XML). The XML-based ISO metadata standard has 
exemplified the advantage in implementation covering a vari-
ety of elements in standard definition. ISO 19115 Metadata 
Standards contain a data provenance component in defining the 
data quality within the metadata. Unfortunately, while Gil et al. 
(2010) defined provenance in part as “a form of contextual meta-
data,” their emphasis on the clear distinction between prov-
enance and traditional metadata is not reflected in metadata 
interchange standards for provenance. For instance, geodata 
cardinality between a land use land cover (LULC) map and its 
metadata is one to one; in contrast, geodata cardinality between 
an LULC map and its provenance is potentially one to many, 
thus leading to much duplicate information in a “provenance as 
metadata” paradigm.

19.2.2.2  Provenance-Specific (non-Metadata) 
interchange Standards

Provenance-specific (non-metadata) standards have been devel-
oped at different levels and in a variety of domains. ISO 8000 
has a series of standards that address data quality. ISO 8000-110 
specifies requirements that can be checked by computer for the 
exchange, between organizations and systems, of master data 
that consists of characteristic data. It provides requirements 
for data quality, independent of syntax. ISO 8000-120 speci-
fies requirements for capture and exchange of data provenance 
information and supplements the requirements of ISO 8000-
110. ISO 8000-120 includes a conceptual data model for data 
provenance where a given “provenance_event records the prov-
enance for exactly one property_value_assignment,” and every 
“ property_value_assignment has its provenance recorded by one 
or many provenance_event objects.”

In order to trace the changing information and the prov-
enance of data (and by implication geodata) over the web, 
W3C has recently published a series of documents and 

recommendations (starting with the term PROV) to guide the 
provenance interchange on the web. Specifically, the current 
PROV data model for provenance (PROV-DM; Moreau and 
Missier 2013) “defines a core data model for provenance for 
building representations of the entities, people and processes 
involved in producing a piece of data or thing in the world” (Gil 
and Miles 2013).

To illustrate PROV-DM in a remote sensing and geoprocess-
ing context, the provenance of a 2001–2006 canopy change 
layer incorporated in the ASA Hazard Map (Jones et al. 2014; 
Tullis et al. 2012) can be represented using PROV-DM struc-
tures. This may be encoded (Figure 19.7; Table 19.1) as agents 
(e.g., a specific version of PCI Geomatica as a software agent), 
entities (e.g., a Landsat image clipped to a forest boundary), 
activities (e.g., ATCOR2 atmospheric correction based on 
specific calibration and other parameters), and relationships 
(e.g., wasInfluencedBy to represent the influence of Wang et al. 
(2007) on the change detection methodology). It is impor-
tant to note that PROV-DM is extensible such that subtypes 
of agents, entities, activities, and relationships can be identi-
fied as needed for domain-specific applications (Moreau and 
Missier 2013).

In the geospatial domain, the efforts of the Open Geospatial 
Consortium (OGC) initially (late 1990s and early 2000s) focused 
on the development of specifications that encouraged geo-
spatial data interoperability such as the OGC Simple Features 
Specification. While not directly related to provenance, this 
effort has led to common ontologies and semantic structures that 
are foundational to the integration of geoprocessing, workflows, 
and provenance. In the 2000s, the OGC’s attention shifted to 
web processing and interoperability of various web services. The 
OpenGIS Web Processing Service (WPS) specification (Schut 
2007) has a lineage element in defining the request message to 
execute the spatial operation. In case lineage is defined as true, 
the response message from WPS will contain a copy of input 
parameter values specified in the service request definition. The 
OGC also developed the Sensor Web Enablement standard, in 
which the OpenGIS Sensor Model Language (Botts and Robin 
2007) has one specific element that documents the observation 
lineage to describe how an observation is obtained. Elements of 
a number of earth observation process specifications, such as the 
Catalogue Services Standard 2.0 Extension Package for ebRIM 
Application Profile: Earth Observation Products (Houbie and 
Bigagli 2010), the Sensor Observation Service Interface Standard 
(Bröring et al. 2012), and others, increasingly have provenance-
related components as key elements. The more recent devel-
opments in WaterML and the Open Modeling Interface have 
increasingly emphasized provenance components.

The purpose of the Open Modeling Interface (OpenMI) 
is to enable the runtime exchange of data between pro-
cess simulation models and also between models and 
other modeling tools such as databases and analytical and 
 visualization  applications. Its creation has been driven 
by the need to understand how processes interact and to 
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412 Remotely Sensed Data Characterization, Classification, and Accuracies

predict the likely outcomes of those interactions under 
given conditions. A key design aim has been to bring 
about interoperability between independently developed 
modeling components, where those components may 
originate from any discipline or supplier. The ultimate 
aim is to transform integrated modeling into an opera-
tional tool accessible to all and so open up the potential 
opportunities created by integrated modeling for innova-
tion and wealth creation.

Vanecek and Moore (2014, p. ix, emphasis added)

It is likely that future OGC efforts will increasingly focus on 
provenance. The OGC is a major participant in EarthCube 
(2014). In 2011, NSF’s Cyberinfrastructure and Geosciences 
Divisions established the EarthCube community to promote 
geosciences data discovery and interoperability. The OGC plays 

a major role in this community, which, as of 2014, has several 
NSF-funded research and implementation grants pertaining to 
provenance records in geoprocessing.

19.3  Why Provenance in Remote 
Sensing Workflows

As Buneman (2013) argues, a “change of attitude” is in order 
regarding the role for provenance across a range of com-
puter  system-supported domains and activities, including (by 
implication), remote sensing workflows. He makes the compari-
son between scientific activities where it is considered obvious that 
such information should be recorded and other domains where 
there is little or no awareness of process history or its value. He 
concludes that “we should worry less about what provenance is and 
concentrate more on what we can do with it once we have it” (p. 11).

PROV-DM-structured view
of ASA Hazard Map

wasAssociatedWith

wasAssociatedWith

wasAssociatedWith

wasAssociatedWith

wasAttributedTo

wasAttributedTo

Selected structures
of PROV-DM

wasAssociatedWith

wasAssociatedWith

wasAssociatedWith

wasAssociatedWith

Landsat clipped

wasInfluencedBy

wasGeneratedBy

wasGeneratedBy wasGeneratedBy

wasGeneratedBy

Wang et al.
(2007)

Canopy change

Google Earth API

Forest area

USFS

Agent

Activity

Entity

USGS

Landsat Archive

ASA Hazard Map

Landsat
reflectance

used

used

used

used

used
used

used

Correct
ATCOR2

Detect
NDWI
Change

Write Web
program

PCI

ESRI

CAST

GoogleClip

wasAttributedTo
wasAttributedTo

TM September 2006

Arrows point from future to pastETM + September 2001

wasGeneratedBy

wasInfluencedBy

FIg u r e 19.7 Selected provenance of the ASA Hazard Map (Jones et al. 2014; Tullis et al. 2012) structured according to W3C’s PROV Data Model 
(PROV-DM; Gil and Miles 2013; Moreau and Missier 2013; Table 19.1). Arrows (relationships) point from future to past, first from the online ASA 
Hazard Map to its 2001–2006 canopy change layer, then to various agents, entities, and activities involved in the canopy change layer’s creation. 
Some entities (e.g., “Landsat Archive”) represent PROV-DM collections of entities (e.g., individual Landsat images available from USGS), and many 
potential PROV-DM details are not shown.
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413Geoprocessing, Workflows, and Provenance

19.3.1  Remote Sensing Questions that 
only Provenance can Answer

For volumes that contain primarily raw or unprocessed geodata (e.g., 
imagery telemetered directly from a satellite sensor), provenance (as 
used in the present context) may not offer much over traditional 
metadata. However, when looking at geodata products resulting 
from complex geoprocessing workflows, there is much valuable 
information that metadata is ill-equipped to capture and store.

There is sometimes confusion concerning what provenance 
offers in terms of valuable information to an end user over the 
far more common and better supported (in terms of software 
integration) metadata. One way to structure such a discussion is 
to look at some of the questions data users might ask that can be 
only reasonably answered using (at least in part) detailed prov-
enance information. For instance, one might ask the following 
regarding a remote sensing–derived product:

1. What was the processing time necessary to create this 
product, and what system configuration was implemented 
(including disk, processor, and RAM information)?

2. In what exact order were processing steps taken, and what 
precise parameters were used during each intermedi-
ate step? Was the process completely automated, or were 
manual steps (such as onscreen digitization) included in 
the workflow?

 3. What datasets, both source and derived, were used to create 
this product, and how did each contribute to the product?

 4. How were errors expressed and propagated during the 
product’s creation? Is the result statistically significant?

In addition to these, several questions could be asked trying 
to identify the source of errors or anomalies in the data. For 
example, one might wonder at what point in the geoprocessing 
did a specific region get assigned null values and why? Using 
provenance data, it should be possible to analyze two similar 
data products and compare their processing history to see how 
and why they differ (Bose and Frew 2005; Lanter 1994a). The 
opportunity to better understand and manage the complexity 
of spatial scale in remote sensing–assisted workflows is a further 
justification for provenance-enabled geoprocessing (Tullis and 
Defibaugh y Chávez 2009). Finally, provenance-aware systems 
could be used to enable and support temporal GIS analyses, 
which require detailed history of a dataset’s change over time to 
properly function (Langran 1988).

The value of provenance tracking and visualization was 
demonstrated in a study conducted at the Regional Geospatial 
Service Center at the University of Texas, El Paso (Del Rio and 
da Silva 2007). In this study, conducted as part of NSF’s GEON 
Cyberinfrastructure project, web services were built to per-
form geoprocessing tasks (filtering, gridding, and contouring) 
required to create a contoured gravity map from a raw gravity 
dataset. Del Rio and da Silva generated multiple contour maps 
with incorrect parameters (e.g., a grid size parameter larger than 
important anomalies in the gravity field), and participants in the 
study were asked to evaluate each contour map with and with-
out provenance information. Without provenance information, 
subject matter experts were able to detect errors in only 50% of 
the cases and to explain cause in only 25% of the cases. Nonsubject 
matter experts fared much worse (11% and 11%). However, when 

TABLe 1 9.1 Characteristics of PROV-DM Structures Including Core Types and Selected Relationships (Moreau and Missier 2013), Each with 
an Example Provided from the Provenance of the ASA Hazard Map (Jones et al. 2014; Tullis et al. 2012; Figure 19.7)

PROV-DM 
Structure Interpretive Highlights Example from ASA Hazard Map Provenance 

Core types
Agent Need not be a person but could also represent an 

organization or even a specific software process
Center for Advanced Spatial Technologies (CAST) agent (organization) at 

University of Arkansas
Entity May be physical, digital, or conceptual Landsat 5 TM entity (satellite image) collected on September 15, 2006, over Ozark 

National Forest
Activity Involves entities and requires some time to 

complete
ESRI ArcGIS 10 for Desktop “Extract by Mask” activity (software tool) used to clip 

the Landsat 5 TM imagery to the bounds of the study area), together with 
environment settings (e.g., “Snap Raster”)

Selected relationships
wasGeneratedBy Can represent creation of only new entities 

(that did not already exist)
Clipped Landsat 5 TM image that has been corrected for atmospheric attenuation 

was generated by running the ATCOR2 algorithm
Used Only implies that usage has begun (but not that 

it is completed)
A GIS model for detecting oak-hickory forest decline or growth used a clipped and 

atmospherically corrected Landsat ETM+ image collected September 25, 2001
wasAttributedTo Links an entity to an agent without any 

understanding of activities involved
The Google Earth API (used to write a web program to generate the ASA Hazard 

Map) was attributed to Google
wasAssociatedWith Links an activity to an agent The ATCOR2 algorithm used to correct Landsat TM and ETM+ imagery for 

atmospheric attenuation was associated with PCI Geomatics through their 
Geomatica 10 platform

wasInfluencedBy At a minimum, suggests some form of influence 
between entities, activities, and/or agents; 
however, highly specific influence may be 
captured

The 2001–2006 oak-hickory forest canopy change data produced for the ASA 
Hazard Map was influenced by Wang et al. (2007), who used statistical thresholds 
of change in Landsat-derived normalized difference water index (NDWI) over 
time to detect oak canopy changes in the Mark Twain National Forest
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414 Remotely Sensed Data Characterization, Classification, and Accuracies

provenance information was provided and visualized using Del 
Rio and da Silva’s (2007) ProbeIt! (a provenance visualization 
tool), the subject matter experts were able to detect and explain 
all the errors. A more impressive result, though, is that prov-
enance improved the ability of the nonsubject matter experts to 
detect and explain errors by a factor of 7 (78%).

It can be argued that extending a traditional remote sensing 
workflow to include provenance information offers a number 
of immediate advantages. For example, a web portal display-
ing a detailed map of old growth forest in the southeastern 
United States could include provenance query that enables (1) 
detailed methodological transparency, (2) detailed transpar-
ency of the accuracy assessment, and (3) autogenerated scripts 
for replication of the detailed workflow even though it includes 
a complicated blend of commercial and open-source software, 
including cyber-enabled high-performance geoprocessing tools 
(Figure 19.8).

19.3.2  Provenance and trust in the 
Remote Sensing Process

When provenance of sources, intermediates, and products is 
captured and maintained throughout the digital remote sens-
ing process life cycle, data quality improves, an audit trail is 
available for reviewers and users, replication is straightforward, 

attribution is streamlined, and the interpretability of geodata 
products is enhanced (Simmhan et al. 2005). However, any one 
of these advantages by itself is not as critical as establishing trust 
in the remote sensing process, which is clearly not immune to 
being oversold (Jensen 2007). Generally speaking, statistical 
validity is a key to establishing trust in scientific processes and 
has been extensively developed in remote sensing workflows 
(Congalton 2010). Simply maintaining an audit trail that dem-
onstrates sound choices in statistical processing parameters and 
methods is one way to help ensure that trust is not erroneously 
called into question.

In addition to maintaining an audit trail, statistical tech-
niques can be applied to a given workflow to determine trust, 
and recent work has focused on assigning a measure of trust 
by using a workflow’s provenance. While not demonstrated 
in a remote sensing context, a nonstationary hidden Markov 
model can be used to provide a measure of this trust (Naseri and 
Ludwig 2013). Provenance can also be useful in helping to deter-
mine workflow trust for data on the web. When handling linked 
data provenance, data authentication may serve as an estimation 
of data trustworthiness. Uniform resource identifiers and digital 
signatures can be used as a measure of authentication (Hart and 
Dolbar 2013).

Traditional indicators of trust may also be used in conjunction 
with provenance. Recommendation, authority, believability, 

Discrete-return
LIDAR

Ortho-
imagery

Image
stack

WorldView-3

Landsat 8
OLI

Image
segmentation

LIDAR
analytics

Structural
statistics

Old growth portal with
provenance query

Provenance
store and

virtual data
catalog

Old growth
modeling

Queryable
geo-

database

MODIS
time series

Input/output

Principal end productMultitemporal image geodata

Point geodata

Database

Geoprocesses
Database query

Radio metric
and

geometric
correction

GIS/GPS-
assisted

reference data
collection

Correlation
analysis and

feature
selection

Cluster
analysis and
validation

Image geodata

FIg u r e 19.8 A provenance-enabled workflow for extracting old-growth bald cypress (Taxodium distichum) forest quality and biophysical 
parameters from airborne LIDAR and orbital multispectral imagery. Such a framework could enable (a) detailed methodological transparency 
related to old-growth inventory maps published in the web portal, (b) detailed transparency of the accuracy assessment, and (c) autogenerated 
scripts for the replication of the detailed workflow despite a complicated blend of commercial and open-source workstation-level software, includ-
ing cyber-enabled high-performance geoprocessing tools.
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415Geoprocessing, Workflows, and Provenance

reputation, and objectivity can all serve as indicators of trust 
(Gamble and Goble 2011). In addition to provenance, a work-
flow’s quality and usability should also be evaluated when 
determining trust. As geoprocessing, workflows, and prove-
nance are integrated, software agents can objectively influence 
replicable spatial decision support (Figure 19.9). Until more 
quantitative techniques are developed for measuring trust of 
geographic workflows using provenance, measures of quality 
and usability used in conjunction with subjective trust indica-
tors should be examined before making a decision to trust a 
workflow and its lineage.

19.4  Selected Recent and Proposed 
Provenance-Aware Systems

Many provenance-aware systems have largely been concerned 
with provenance capture, and this capability is critical for syn-
ergistic geoprocessing, workflows, and provenance of interest 
in remote sensing applications (Figure 19.1). The characteristics 
of the captured provenance information can greatly influence 
how it may benefit the remote sensing process. Of particular 
significance to geospatial applications is the level of provenance 
detail or granularity. Fine-grain provenance is obtained at a data 
level and can even deal with individual pixels (Woodruff and 
Stonebraker 1997), whereas coarse-grain provenance represents 

the workflow level (Tan 2007) and can thus be used to facilitate 
scientific reproducibility. As Henzen et al. (2013) point out, the 
quality of provenance communication is also very important 
even when presented in a text format. A number of recent and 
proposed provenance-aware approaches and systems related to 
remote sensing (Table 19.2) have addressed these and other issues.

19.4.1 General Approaches

19.4.1.1 inversion

Inversion was developed for fine-grain data lineage and prov-
enance in database transaction and transformation (Buneman 
et al. 2001; Cui et al. 2000; Woodruff and Stonebraker 1997). 
Database queries or processing functions that generate a view, 
table, or new data product can be registered in a database sys-
tem (or provenance store). Registered database transforma-
tions can be inverted so as to trace the lineage between the data 
product and the sources that derive the product. For example, 
when a view is created or updated, the inversion method can 
help identify the source tables from which the view is gener-
ated. Although inversion can be applied in data provenance 
for geospatial data, not all functions are invertible. However, a 
weak or general inversion could be substituted to approximate 
the provenance by returning a fraction (or a projection) of the 
desired provenance. Examples of inversion can be found in some 

Replicable spatial
decision support

Workow
     contributors

Accessibility
Cost

Geodata
Radiometric
Temporal
Spectral
Spatial

User specifications

Determining trust in remote sensing workflows

UsabilityQuality

Standards,
specifications

Sensor con�gurations
Algorithms

ISO
OGC
FGDC

Completeness
Accuracy

Sample scheme
In situ reference
Accuracy report

Software
environment
Execution time
Geodata structures

Provenance

Software
agent

Remote
sensing
expert

Trust

Comparable methods
Clear sensor-to-
artifact record

FIg u r e  19.9 Provenance, quality, and usability can be used by remote sensing experts to make a subjective decision on workflow trust 
(Gamble and Goble 2011; Jensen 2005; Malaverri et al. 2012); a sample of their characteristics is shown. As geoprocessing, workflows, and prov-
enance are integrated, software agents can objectively influence replicable spatial decision support. (Artist image of WorldView-3, Courtesy of 
DigitalGlobe, 2014.)
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416 Remotely Sensed Data Characterization, Classification, and Accuracies

spatial databases including Oracle Database, Microsoft SQL 
Server, IBM DB2, and Boundless PostGIS. One early approach 
was implemented for vector operations in Intergraph’s (now 
Hexagon’s) Geomedia product.

19.4.1.2 Service chaining

In a vision of SOC and service-oriented integration (SOI), dif-
ferent web services can be found, composed and invoked to 
accomplish certain tasks. The sequence of service discovery, 
composition, and execution looks like a chain, while alterna-
tively, the composition processes can be constructed through 
different approaches, such as service orchestration or chore-
ography that could be applied in enabling business processes 
and transactions on the web. Service composition and chaining 
could represent a workflow in which scientific computation can 
be implemented through the SOC/SOI approach. Capturing the 
provenance information within service-oriented workflows has 

been explored in geospatial applications (Del Rio and da Silva 
2007; Yue et al. 2010a,b, 2011), though feasible and convincing 
approaches for provenance in SOC/SOI need further exploration 
and investigation.

19.4.1.3 Virtual Data catalog Service

A virtual data catalog (VDC) is a provenance approach to trace 
the derivation route of data product and virtual data gener-
ated in the workflow in order to enable scientists to reproduce 
a data product and validate the quality of the workflow and 
related simulations. The intermediate data may be generated 
within a workflow but may not exist physically in a database 
or computer system (e.g., due to storage limitations). For this 
reason, such data are called virtual data because it is “the 
representation and manipulation of data that does not exist, 
being defined only by computational procedures” (Foster et al. 
2002, 2003).

TABLe 1 9.2 Characteristics of Selected Provenance-Aware Systems Reported in Remote Sensing and Other Geodata Applications

Geodata Application Successes Limitations or Future Work References 

Earth System Science Workbench and ES3
Track processing of a laboratory’s raw 

satellite imagery (e.g., AVHRR) into 
higher level products

a.  Automates geodata provenance capture from 
running processes

b.  Stores provenance in both XML documents and in 
a searchable online store

Predates recent geodata 
interoperability standards 
and specifications

Frew (2004), Frew and 
Bose (2001), Frew 
and Slaughter (2008)

MODAPS and OMIDAPS
Manage MODIS and other NASA 

satellite imagery and its provenance
a.  Automates version tracking of geodata processing 

algorithms
b.  Reduces geodata storage via on-demand processing 

based on a virtual archive

Identifies science 
community’s lack of 
appreciation for 
provenance information

Tilmes and Fleig 
(2008)

Karma
Capture provenance for Japan’s 

AMSR-E passive microwave 
radiometer on Aqua

a.  Modularizes architecture to facilitate web service 
interoperability

b.  Is compatible with open provenance model (OPM) 
and ISO 19115-2 metadata standards

Requires additional geodata 
interoperability standards 
to facilitate geodata 
(scientific) reproducibility

Conover et al. (2013), 
Plale et al. (2011), 
Simmhan et al. (2008)

Data Quality Provenance System
Assess quality of agricultural mapping 

based on SPOT satellite imagery
a.  Assigns geodata quality index based on provenance 

information
b.  Is compatible with OPM and FGDC metadata 

standards

Needs to address geodata 
quality dependencies on 
provenance granularity

Malaverri et al. (2012)

VisTrails
Model habitat suitability using 

WorldView-3 and LIDAR-derived 
forest structure

a.  Provides Python-based open-source provenance and 
workflow management

b.  Allows key focus on provenance in rapidly changing 
workflows (e.g., during remote sensing process 
development)

Designed to be domain 
generic, VisTrails may 
have a steep learning 
curve

Freire et al. (2012), 
Talbert (2012)

UV-CDAT
Analyze large-scale remote sensing–

derived climate data
a.  Built on top of VisTrails with an extensible 

modularized architecture that supports high-
performance workflows

b.  First end-to-end provenance-enabled tool for 
large-scale climate research

Future work could adapt 
UV-CDAT successes in 
climate change for other 
geodata application areas

Santos et al. (2012)

GeoPWProv
Visualize and navigate city planning 

geodata (e.g., LIDAR-derived elevation 
data) provenance via a map

a.  Allows geodata provenance to be visualized and 
explored in a map environment

b.  Provides for several geospatial levels of provenance 
query (e.g., via a single polygon versus a larger dataset)

Future work could support 
geoprocessing replication

Sun et al. (2013)
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417Geoprocessing, Workflows, and Provenance

Within virtual data systems, such as Chimera, which is a 
virtual data grid managing the derivation and analysis of data 
objects, Virtual Data Language (VDL) is developed to define the 
workflow, while VDC is a service in the virtual data systems. 
The latter is defined and implemented based on the virtual data 
schema (VDS). The VDS defines the relevant data objects and 
relationships, and VDC can be queried by VDL to construct 
data derivation procedures from which derived data and output 
can be recomputed (Foster et al. 2002, 2003; Glavic and Dittrich 
2007; Simmhan et al. 2005).

19.4.2  earth System Science 
Workbench and eS3

The Earth Systems Science Workbench (ESSW) was an early 
attempt at automated provenance management and storage. It 
was a nonintrusive system that made use of Perl scripting tech-
niques and Java to store data provenance as XML documents 
(Frew and Bose 2001). It contained a registry for provenance 
and a server for making the information searchable on the web. 
ESSW was followed up by the Earth System Science Server (ES3), 
which allowed for more flexibility in client-side implementation, 
but used essentially the same structure as the ESSW (Frew 2004). 
ES3, unlike many other systems, automatically captures prov-
enance from running processes. It can also create provenance 
graphs in XML that can then be visualized using third-party 
tools like yEd (Frew and Slaughter 2008).

19.4.3 MoDAPS and oMiDAPS

The MODIS Adaptive Data Processing System (MODAPS) and 
OMI Data Processing System (OMIDAPS) were designed for 
use by NASA to manage satellite imagery and provenance from 
MODIS sensors on the Terra and Aqua satellites, and the OMI 
sensor on Aura respectively (Tilmes and Fleig 2008). Both sys-
tems are operational and use a scripting process to track changes 
in versions of geodata processing algorithms. Using this tech-
nique, there is no need to store workflow iterations because 
enough information is retained that previous versions of the 
data can be re-created. Further, these systems periodically are 
tasked with reprocessing past data using the most up-to-date 
algorithms to maintain a consistent and improved series of data 
products. MODAPS in particular makes use of these features 
to maintain a virtual archive with provenance information that 
persists after a geodata product is deleted, allowing the system to 
re-create data products on demand rather than keeping exten-
sive archives. Data re-creation as implemented in these systems 
is unique and is something that could be useful in other geospa-
tial provenance systems.

19.4.4 Karma

Plale et  al. (2011) make use of the Karma system designed 
by Simmhan et  al. (2008) to collect provenance data for the 
Advanced Microwave Scanning Radiometer–Earth Observing 

System (AMSR–E) flown on the Aqua satellite. One of the big-
gest benefits of Karma is its modular architecture, which simpli-
fies interoperability with Java and other web services. Karma’s 
architecture for this application consists of an application layer, 
web service layer, core service layer, and a database layer (Plale 
et  al. 2011). The inclusion of open provenance model (OPM) 
specifications and XML makes its interoperability extend fur-
ther (Moreau et al. 2011). Conover et al. (2013) also made use of 
Karma to retrofit a legacy system for provenance capture. They 
chose the NASA Science Investigator–led Processing System 
(SIPS) for the AMSR-E sensor on the Aqua satellite. Their system 
uses a two-tiered approach that captures provenance for individ-
ual data files as well as collections or series, both automatically 
and via manual entry using the ISO 19115-2 lineage metadata 
standard. Query and display are handled with a database-driven 
web interface called the Provenance Browser.

19.4.5 Data Quality Provenance System

Taking into account a source’s trustworthiness and the data’s 
age, Malaverri et  al. (2012) created a provenance system that 
allows a quality index to be assigned. This approach is based on 
a combination of the OPM and FGDC geospatial metadata stan-
dards. Criteria considered in the quality index include granular-
ity, accuracy of attribute descriptions, completeness of the data, 
a logical measure of the data, and spatial positional accuracy. 
Although measures of trust can be very subjective in nature, 
in this case requiring a domain experts’ input, this approach 
is somewhat unique in that it attempts to quantify data quality 
(Malaverri et al. 2012).

19.4.6 Vistrails

VisTrails is a free and open-source scientific workflow and 
provenance management system (Freire et al. 2012). Written in 
Python/Qt and designed to be integrated with existing work-
flow systems, VisTrails has been used in a number of research 
applications ranging from climate (including the UV-CDAT 
described later) to ecology and biomedical research. Talbert 
(2012) created software based on VisTrails to capture the details 
of habitat suitability and species distribution modeling. One 
of the major advantages of VisTrails is that as an open-source 
project built in Python, it is interoperable, easily customizable, 
and benefits from a large community of developers contribut-
ing code. A key focus of VisTrails is rapidly changing workflows. 
The information contained in how workflows are developed (and 
change over time) may provide highly valuable insight into the 
creative and development aspects of the remote sensing process.

19.4.7 UV-cDAt

Climate Data Analysis Tools (CDATs) are cutting-edge domain-
specific tools for the climate research community, but they are 
ill-equipped to handle very large geodata and provenance infor-
mation. The UV-CDAT is a relatively new provenance system for 
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418 Remotely Sensed Data Characterization, Classification, and Accuracies

handling large amounts of climate-based data (Santos et al. 2012). 
The UV-CDAT uses a highly extensible modular design and 
makes use of a Visualization Control System and Visualization 
Toolkit (VTK)/ParaView infrastructure, which allows for high-
performance parallel-streaming data analysis and visualization. 
Its loosely coupled modular design allows for integration with 
third-party tools such as R and MATLAB® for both analysis 
and visualization. The UV-CDAT is unique in that it is the first 
end-to-end application for provenance-enabled analysis and 
visualization for large-scale climate research. It has already been 
distributed and is widely used by scientists throughout the cli-
mate change field.

19.4.8 GeoPWProv

GeoPWProv is a provenance system specializing in displaying 
geospatial provenance as an easily accessible interactive map 
layer. GeoPWProv has the capability to capture provenance 
at the feature, dataset, service, or knowledge level (Sun et  al. 
2013). Comparisons can be made between entities in each level 
or between various levels. In addition to displaying provenance 
as a map layer, GeoPWProv supports displaying provenance 
in a workflow or in the more traditional text-based format. 
Implementation on the client side through use of a browser 
and Open Layers allows for ease of use. GeoPWProv’s display 
of provenance in different formats and at different levels allows 
for a customizable user experience when evaluating a workflow.

19.5  conclusions and Research 
implications

Integrated geoprocessing, workflows, and provenance may be 
conceptualized as a positive developmental cycle that enables 
experts and software agents to capture, store, analyze, curate, 
replicate, and innovate remote sensing methods. Such integra-
tion is increasingly understood as a key to high-quality, repli-
cable remote sensing–assisted spatial decision support. In early 
discussions in the 1980s, it soon became clear that provenance 
(or lineage) in particular is a fundamental element in under-
standing earth observation-related and other geodata quality 
(Moellering et al. 1988). As commercial GIS accelerated during 
the early 1990s, the Geolineus project (Lanter 1992b) demon-
strated how software dedicated to lineage/provenance capture, 
management, and visualization can enable such gains as replica-
ble geospatial workflows, automated workflow comparison, data 
quality modeling, data update management, and increased shar-
ing of expert knowledge of geodata creation. Now with increas-
ingly heightened awareness of provenance in computer systems 
(Bose and Frew 2005; Ikeda and Widom 2009; Simmhan et al. 
2005; Yue et al. 2010a), there has been a maturing appreciation of 
the need to computationally address provenance capture, man-
agement, and exchange in an increasingly big data scenario.

While definitions of geodata provenance have varied, it is 
quite arguably distinct from and offers unique benefits over 

traditional metadata in large part because it encompasses 
process history. Regardless of definitions, the application of 
provenance benefits in remote sensing–assisted decision sup-
port workflows cannot be realized without development and 
demonstration of collaborative software architectures including 
those in a geo-cyberinfrastructure. Provenance has and will be 
of increasing interest to and a focus of organizations that create 
and encourage international specifications and standards (e.g., 
ISO, W3C, and OGC). As these organizations formulate proce-
dures for the specification of provenance, we will see software 
developers add this capability to their products in a far more 
complete implementation than is currently the case. Even before 
the emerging international standards begin to mature, research 
is critically needed to demonstrate and fully understand prac-
tical benefits that user-friendly and integrated geoprocessing, 
workflows, and provenance can offer. With additional research 
and development, geospatial provenance has a high potential to 
benefit quality, trust, and innovation related to remote sensing–
assisted spatial decision support.
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