AI Ethics Notes, Questions, and Quiz Prep
Summary of key take aways
The following is content discussed in class, with our guest speaker, Leora Eisenstadt. As your memory of that conversation might fade with time… here are some questions should ask yourself (or research on your own) in anticipation of the last quiz of the semester!
1) What is difference between morals, ethics, and law?
2) What is the difference between civil law and criminal law?
3) Which of the cases sighted were civil cases?  Which were criminal?
4) Class discussion covered three areas – copyright, employment discrimination, and privacy
a) Copyright – NY Times vs Open AI
See: Copyright NYTimes vs. OpenAI (video – 12 minutes) https://youtu.be/3wuBwrgWG_U?si=4WJ0B-R161uL51nN
i) What is “fair use”? What are the four criteria for fair use?
ii) How long has this court battle been going on?
iii) Why does the nature of OpenAi as a company (for profit, non-profit) matter?
iv) Even if the NY Times wins, is OpenAi likely to stop training on copyrighted material?
v) To what extent can an LLM reproduce the exact, original training content? Why does that matter?
vi) What does the Monkey selfie copyright dispute ( https://en.wikipedia.org/wiki/Monkey_selfie_copyright_dispute ) have to do with ownership of AI generated materials?  What legal precedent does that set?
vii) What obligation does an organization (like OpenAi ) have towards the owners of copyrighted material? While the ethical answer to this question is still uncertain, it will likely have these components: owner compensation, owner/creator attribution, and owner consent.
b) Employment Discrimination
i) Hiring - The Harper v. SiriusXM case
See: Harper vs. SiriusXM (short read)  
https://www.fisherphillips.com/en/news-insights/another-employer-faces-ai-hiring-bias-lawsuit.html
(1) A discrimination case may claim either: disparate treatment or disparate impact. (See: https://www.congress.gov/crs-product/IF13057 _
(a)  “Disparate-treatment discrimination involves intentional harm based on race, sex, disability, or some other proscribed motive.”
(b) “Disparate-impact discrimination occurs when a seemingly neutral policy or action causes a disproportionate and unjustified negative harm to a group, regardless of intent.”
(c) What could/should  “human in the loop” mean in an AI enabled hiring process?
(d) Is using zip code in an AI recruiting/hiring system inherently discriminatory?  What would be the legitimate business case for using zip code? If zip code is to be used, what precautions could an employer take to prevent unintentional discrimination?
(2) Workforce Management
See: #MeTooBots (short read) https://www3.fox.temple.edu/discover/2021/10/29/metoo-bots-in-the-workplace/
(a) What gave rise to the #MeTooBots systems and are they s
(b) What is the role of the human reporter in sexual harassment cases?
(c) What is an “unintentional consequence”?  What is the “unintentional consequence” of the #MeTooBot systems
(d) Instead of relying entirely on detection, what would be an alternate application of Ai in this field?  What could a “human in the loop” look like here?
c) Privacy – otter.ai lawsuit

See: Otter.ai (video – 12 minutes) https://youtu.be/uEVDbKHGx28?si=TZAi21uTcCJ8eRjY 
i) What is the nature of the Otter.AI product?
ii) What expectation of privacy should an employee have in the workplace?
iii) What motivates Otter.Ai to continue to collect and transcribe audio records?
iv) What is GDPR? An established convention for notification and consent of audio recordings and transcriptions does not exist.  But, hypothetically, something similar to GDPR could help protect privacy of both individuals and businesses.
v) Are wire-tapping and surveillance restrictions based on criminal or civil statutes?
vi) Are the restrictions federally mandated, or do they vary from state to state?

