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Agenda

* Computer virus

* Malicious software
* Proliferation of malware
* Malware components
e Anti-malware components
* Best practices for protection

* Business Continuity and Disaster Contingency Planning
* Incident Response Planning
* Team Project Q&A



Key Differences Between an Incident and a Disaster

Feature

Impact Scope

Response Time

Business Continuity

Effect

Examples

MIS5214 Security Architecture

Incident

Limited, affecting a specific system,

User, or process

Can be resolved quickly with normal

procedures

Minor disruption, normal operations

continue

Phishing, malware infection, minor

data breach

Disaster

Widespread, affecting an entire organization or

critical infrastructure

Requires long-term recovery efforts

Major disruption, business continuity is

threatened

Matural disasters, ransomware attack, data

center destruction
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Category

User Authentication &

Identity Management

Metwork Security

Application Downtime

Data Integrity &

Database |ssues

Cloud Infrastructure

Issues

Supply Chain & Third-

Party Services

Compliance &

Regulatory Failures

& SaaS Incident vs. Disaster Scenarios

Incident

A single user reports being locked

out due to MFA failure.

A DDao5 attack causes temporary

slowness.

A microservice fails due to a
coding bug, affecting a specific

feature.

An APl bug causes minor
inconsistencies in customer

transaction logs.

A single compute instance
crashes, auto-scaling restores it

within minutes,

A third-party analytics service

fails, affecting reporting features.

A compliance check identifies an

expired security certificate.

Disaster

IAM misconfiguration leads to unauthorized

access for all users.

A large-scale data breach due to
misconfigured firewall rules exposes customer

data.

A core application service failure due to
database corruption renders the entire system

unusakble.

A database failure with no recent backups

results in the loss of critical 5a3a5 user data.

A cloud region outage (e.g.. AWS US-East-1
failure) takes down the entire application for

hours,

A major supply chain attack compromises
dependencies in the 53as platform, leading to

widespread data theft.

GDPR violations due to a massive personal

data leak result in heavy fines and legal action.



Virus

1986

Brain virus

Virus: attached to a file
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Malware Types, What It Does, and Real-World Examples

Malware What It Does Real- World Example
Type
Encrypts a victim's files or system, demanding a ransom for WarnnaCry (2017) - Exploited the EfernalBlue vulnerability in Windows
Ransomware |[decryption. Often spreads via phishing emails, malicious ads, or to spread rapidly across networks, encrypting files and demanding
exploits. Bitcoin payvments.
Fileless Operates 1 memory without leaving traditional files, making 1t \Astaroth - A fileless malware campaign using Windows Management
Makw harder to detect. Lses legitimate system tools (e g . PowerShell, Instrumentation (WMI) and PowerShell to steal credentials and install
ahware WD) to execute attacks. additional payloads.
Spvware Secretly monitors user activity, stealing sensitive information like Pegasus - A sophisticated spyware used to exploit zero-day
Py credentials, financial data, and browsing habits. vulnerabilities on 105 and Android to gain full device access.
Ad Delivers unwanted advertisements, often redirecting users to Fireball - A large-scale adware campaign that hijacked browsers to
ware . . .
malicious websites or slowing down the system. generate fraudulent ad revenue.
. Disguised as legitimate software but carries malicious payloads like ||[Emgter - Initially a banking Trojan but evolved into a malware delivery
Trojans ]
backdoors, spyware, of ransomware. platform for ransomware and other threats.
Worms Self-replicating malware that spreads across networks without user  |[Morris Worm (1988) - One of the first worms to spread via the internet,
interaction, often exploiting vulnerabilities. infecting Unix systems and causing widespread slowdowns.
Rootkits Grants attackers privileged access while remaining undetected by TDI-4 - A sophisticated rootkit capable of controlling an infected
° security software. Often modifies system files and hides processes.  ||machine while evading detection.
Bots (Botnets) Infects devices to form a network (botnet) controlled by an attacker || Mirai Botnet - Used IoT devices to launch large-scale DDoS attacks,
for DDoS attacks, spam, or cryvptojacking. including one against Dyn DINS in 2016,
Eecords keystrokes to steal passwords, financial information, and \Agent Tesla - A widely used keylogger that also captures clipboard data
Kevloggers e
other sensitive data. and screenshots.
Mobile Targets smartphones and tablets, often spreading through malicious || Tkigdg.- A sophisticated Android malware that granted root access and
Malware apps or SMS phishing (smishing). installed additional malicious apps.




| 1. Insertion (Initial Infection) | 2. Replication (Spreading) |

aTack pawl T

Common Paths for a Phishing Email Attack v v

| Employee receives phishing email | Ransomware exploits EternalBlue vulnerability

| containing malicious attachment | and spreads to other unpatched systems in the network.
e e e T e e
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EMAIL ARRIVES - v v
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| Employee opens the attachment, | Infects hospital servers, workstations |
| executing Wannalry ransomware. | patient record databases, and backups. |
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| 3. Avoidance (Ewvasion) | | 4. Trigger (Activation) |
o - e +
| |
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INFECTION . . . . . 1 1 1
| Disables Windows Defender and security tools | A countdown timer appears demanding ransom in Bitcoin
| Uses process hollowing to hide malicious activity | Encrypted files renamed with .WNCRY extension |
Rty bploy sl T B e e S e T T TS ST SRS S SRS eeE e
5. Payload (Malicious Action) | | &. Eradication (Persistence) |
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_______________________________ +
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g T TTTTTTTToTTTTTToo | Ransomware remains on infected devices unless remowved.
USER SENDS | MALWARE | ) J : i i
SENSITIVE INFO, INFECTION ‘ Encrypts medical records, financial data, and | Attempts to spread further if not blocked or patched.

other hospital files, rendering systems useless. | A kill switch domzin iz later discovered, stopping spread.




Vulnerable applications used by cybercriminals during
cyberattacks

Q2 2021 injected some minor changes into our statistics on exploits used by cybercriminals. In
particular, the share of exploits for Microsoft Office dropped to 55.81% of the total number of
threats of this type Conversely. the share of exploits attacking popular browsers rose by roughly 3

p.p. to 2913%.
* https://securelist.com/it-threat-evolution-in-q2-2021-pc-

statistics/103607/

@ office @ Browser Android @) Adobe Flash @ Java @ PDF



Ransomware

e Software that uses encryption to disable a
target’s access to its data until a ransom is paid [ EEEE—_—_
* The victim organization is rendered partially or totally |5
unable to operate until it pays '

* There is no guarantee that payment will result in the
necessary decryption key or that the decryption key
provided will function properly

In 2019 the city of Baltimore was hit by a type of ransomware named RobbinHood which was distributed using the
National Security Agency’s Eternal Blue hacking tool
* The attack halted all city activities, including tax collection, property transfers, and government email for
weeks, and cost the city more than $18 million
* The same type of malware was used against the city of Atlanta in 2018, resulting in costs of $17 million




Fileless Malware

* Does not install anything initially, instead, it makes changes to files
that are native to the operating system, such as PowerShell

* Because the operating system recognizes the edited files as legitimate, a
fileless attack is not caught by antivirus software

* Because these attacks are stealthy, they are up to 10 times more successful
than traditional malware attacks

Astaroth is a fileless malware

* When users downloaded the file, a Windows Management Instrumentation (WMI) tool was launched,
along with other legitimate Windows tools

* These tools downloaded additional code that was executed only in memory, leaving no evidence that
could be detected by vulnerability scanners

* Then the attacker downloaded and ran a Trojan that stole credentials and uploaded them to a remote
server



Malware proliferation is directly related to profit
hackers can make without being caught

Money making schemes include:

 Compromising systems with botnets for later use in:
o Distributed denial of service (DDoS) attacks
o Spam distribution

* Ransomware encrypting users’ files with keys that are only given after users
pay a ransom

Spyware collects personal data for resale
Redirecting web traffic pointing people to a specific product for purchase
Installing key loggers, which collect financial information for reuse

Carrying out phishing attacks, fraudulent activities, identity theft, and
information warfare



Total malware

Malware is increasing AVTEST

AVTest reports over 450,000 new malware and potentially
unwanted applications identified each day

Main reasons types malware is increasing in quantity and
potency:
* Homogenous computer environments (Windows, MacOS,

Android, iOS) — 1 piece of malware will work on many/most
deVices New malware

e Everything is becoming a computer capable of being MNTEST
compromised (phones, TVs, game consoles, power grids, medical
devices,...)

* More people and companies store all their data in digital format

* Many accounts are configured with too much privilege (i.e.
root/administrator access)

* More people who do not understand technology are using it for
sensitive purposes (i.e. e-commerce, online banking, ...)
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Common Components of Malware

Component Description

Insertion Malware installs itself on the victim’s system through phishing, drive-by downloads, USE infections,

or software vulnerabilities.

Replication The malware spreads to new victims via network shares, email attachments, removable media, or

system exploits.

Avoidance Uses techniques like polymorphism (changing its code), encryption, rootkits, or anti-analysis

technigues to evade detection.

Trigger A specific event (e.g., a date, user action, or network connection) initiates the execution of the

malware’s payload.

Payload Executes its malicious function, such as data theft, system corruption, backdoor installation, file

encryption, or botnet recrurtment.

Eradication Some malware self-destructs after execution to avoid detection, while others attempt to persist by

modifying system settings.



Anti-Malware Software Detection Techniques: Comprehensive Comparison

Detection

Associated Malware

. Definition How It Works Pros Cons Use Cases Detection Capability || Effectiveness & Speed
Technique Types
. : Fast and efficient || 3 Cannot detect Traditional antivirus ||  Detects: i @ Speed: Very fast -
Signature- |Matches files against a  ||{Compares hash values o1 for known malware | lzero-dav threats software malware @ Effectiv - Hi Known Viruses, Worms,
Based database of known specific code patterns to Lovw fal x R - Detecting common || 4 Misses: Zero-day, ectiveness: gh Trojans, Ransomware,
Detection ||malware signatures a signature database ; _Cf“' € M equires Viruses, worms, polymorphic, and for kno“m-t];lrlreats, low for | Rootkits
positive rate equent updates trojans fileless malware unknown threats
- X _Cannct detect Protecting critical @ Detects: File 4 Speed: Moderate .
Effective in new malware cvstem files i amperine. svstem (depends on file scanning
Integrity- |Uses file hashing to Generates cryptographic ||ensuring file integrity|[unless a file N ) : PELNE, 8Y frequency) Rootkits, Bootkits. Fileless|
. Detecting rootkits  |imodifications ! ) )
Based detect unauthorized hashes of files and Detects changes and unau ved & Mi M. @ Effectiveness: High |[Malware, Advanced
Detection changes in system files |jmomitors changes unauthorized 3 High resource cvstem o 1sses. ?St for integrity violations, Persistent Threats (APTs)
! . . Y standalone malware - :
modifications consumption .for. modifications attacks low for standaln_)ne
constant monitoring malware detection
@ Speed: Moderate
. . ) 24| Can detect - Hi, fal o Detects: New epen: ity .
. . Identifies malware based ||Uses machine learning E4 Can detect zero x ) _gher . Identifving new @ De . W (d ; ds on complexity of Polymorphic Malware,
Heuristic- day threats positive rates . . malware variants, heuristics) e
Based on code structure and rule-based Effectiv st x Requi virus strains bolymorphic malware || @ Effectiv ] Metamorphic Viruses,
Detection analysis and deviation techniques to flag SCUVE agams Requires Scanming for ¢ JI\Ii - Highl -llectiveness: Obfuscated Malware,
from normal patterns suspicious code polymorphic continuous fine- |l g threats sses: Hughly Medium to high, Encrypted Malware
malware tuning obfuscated malware especially for unknovwn
threats
Highly effective Detecting @ Detects: Fileless
- - malware, ransomware, || 9> Speed: Slower due to .

. Monitors program Tracks system calls, against fileless ¥ Resource- ransomware - i L. Fileless Malware,
Behavior- i P ! - ; o . advanced persistent real-time monitoring i i
Based execution and }?chamor memory IIlOdlﬁC_.Eﬂ_lOI].S, malware and mtensive encryption threats (APTs) @ Effectiveness: High Ransomware, Zero-Day
Detection to detect malicious and network activity in ||{ransomware x Can generate  |[[dentifying & M . Subtl . T Attacks, Trojans,

actions real-time Does not rely on ||false positives malicious msider Sses: subtie for detecting evolving Spyware, Keyloggers
N malware with minimal ||threats

signature updates

threats

system impact




Protection and Detection Techniques

Feature

Primary
Function
Detection
Scope
Action Taken

Best At

Detection
Capability

Challenges

Associated

Malware Types

Anti-Malware

Detects & removes malware

from files and systems

Files, processes, registry,

system rmemary

Quaranting, delete, or block
threats

Preventing malware

infections

Detects malware at the
system level {files,

processes, memory)

Requires frequent updates,

potential false positives

Viruses, Worms, Trojans,
Rootkits, Ransomware,
Fileless Malware

Intrusion Prevention
System (IP5)

Blocks malicious network
traffic before it reaches a

system

Metwork packets, intrusion

attempts

Blocks threats in real-time

Stopping network-based

attacks

Detects and blocks
network-based intrusions

Can disrupt legitimate

traffic, high false positives

DDos Attacks, Network
Worms, Exploits, Botnets,
Web-Based Attacks

Intrusion Detection System
(ID5)

Monitors and logs suspicious

network activity

Metwork packets, logs, host-

basad intrusion events

Sends alerts but does not
block

Providing visibility into security
threats

Detects but does not block
network-based threats

Mo prevention, reguires

human analysis

Metwork-Based Malware, SQL
Injection Attacks, Credential
Theft, Insider Threats



Protection and Detection Techniques

Protection Techniques

Protection Technique

Quarantine the File

Clean the File

Roll-Back to Prior

Version of the File

Warn the User

Log the Event

Description

Isolates the suspicious file In a secure

location to prevent execution.

Attempts to remove malicious code from
the infected file.

Restores the file to 2 previous clean state

using backups or system restore.

Motifies the user of suspicious activity and

allows manual intervention.

Records malware detection events for

forensic analysis and security audits,

Effectiveness

High (Frevents malware from

spreading)

Moderate to High (Success depends

on malware complexity)

High (Best for ransomware recovery)

Moderate (Useful for security

awarenegss)

High (Crucial for threat hunting and

compliance)



Best practices against malware attacks

User Education
Training users on best practices can go a long way in protecting an organization

* How to avoid malware
e Don’t download and run unknown software
* Don’t blindly insert “found media” into your computer

* How to identify potential malware

* Phishing emails
* Unexpected applications/processes running on a system

https://www.rapid7.com/fundamentals/malware-attacks/




Best practices against malware attacks

Use Reputable Anti-Virus (A/V) Software
* When installed, a suitable A/V solution will detect (and remove) any existing malware on a system,
as well as monitor for and mitigate potential malware installation or activity while the system is
running. It’ll be important to keep it up-to-date with the vendor’s latest definitions/signatures.
Ensure Your Network is Secure
* Control access to systems on the organization’s network
* Use of proven technology and methodologies—such as using a firewall, IPS, IDS
* Remote access only through VPN—will help minimize the attack “surface” your organization
exposes
Regular Website Security Audits

* Scan the organization’s websites regularly for vulnerabilities
* Software with known bugs and server/service/application misconfiguration
* Detect if known malware has been installed

Create Regular, Verified Backups
* Have regular (i.e. current and automated) offline backup

* Make sure they are verified to be happening on the expected regular basis and are usable for
restore operations

* 0ld, outdated backups are less valuable than recent ones
* Backups that don’t restore properly are of no value

https://www.rapid7.com/fundamentals/malware-attacks/




Mitigation — Backup Best Practice

How It Works
Three-Two-One rule 3 Copies of Data:
* Make 3 copies of all mission critical 1. One primary copy (active data used daily).

software and corresponding data in 2 : : :
different formats (to run on Linux and 2. Two backup copies to protect against corruption, loss,

Windows machines), with 1 copy stored or ransomware.

off-site not connected to any network 2 Different Storage Types:
Maersk had 50 copies of their mission 1. Backups should be stored on at least two distinct media
critical software and corresponding data — types, such as:
all in the same format, all on the network 1. Internal or external hard drives

2. Network-attached storage (NAS)
3. Solid-state drives (SSD)
4. Cloud storage

- : 5. Tape backups
- ni];ma - O:T];swte 1 Copy Stored Offsite:

1. At least one backup should be stored at a remote
location to prevent data loss from physical damage,
el theft, or disasters.
e R 2. Examples:
oo e,  eo 1. Cloud backups (Google Drive, AWS S3, Azure, etc.)
2. Offsite data centers

3. Physical media stored securely in another location

One production |
copy with two
backup copies 2 nd



Agenda

v'Computer virus

v'Malicious software
v'Proliferation of malware
v'"Malware components
v'Anti-malware components
v'Best practices for protection

* Business Continuity and Disaster Contingency Planning
* Incident Response Planning
* Team Project Q&A



Term

Definition & Explanation

‘Why It’s Important

Responsibilities

Challenges

Business Continuity|

A strategy ensuring critical business functions continne
during and after a disaster. Includes risk assessments,

Minimizes downtime and financial loss,
ensures compliance, and maintains customer

CIO, Risk Managers, Business Continuity Teams
ensure planning. testing, and execution of BCP

Keeping plans updated, ensuring all
departments are aligned, and handling

security and economic stability.

cripple society.

monitoring, and emergency response.

Plan (BCP) recovery strategies, and testing. trust. strategies. supply chain dependencies.
The ability of an organization to anticipate, withstand, Reduces impact of disruptions, enhances IT and Security Teams, Business Leaders, Risk Measuring resilience objectively, balancing
Resiliency recover, and adapt to adverse conditions while continuing  |[cvbersecurity posture, and ensures business |[Management Teams implement security and recovery||cost and feasibility, and keeping up with
operations. sustainability. strategies. evolving threats.
Critical Essential systems like power grids, financial institutions, Protects against economic collapse, Government Agencies (DHS, CISA), Private Sector |[Increased cvber threats, supply chain
Infrastructure telecommumications, and healthcare that support national cvberattacks, and physical threats that could |[Leaders, Security Teams ensure protection, vulnerabilities, and interdependency

between sectors.

Disaster Recovery

Plan (DRP)

A subset of BCP focusing on IT system restoration after an
mcident. Includes backup strategies, failover procedures,
and testing.

Ensures quick recovery of IT services,
reduces data loss, and minimizes disruption.

IT Managers, System Administrators, DR Teams
implement data backup, system recovery, and
alternative infrastructure.

Complexity in maintaining redundant
systems, cyber threats like ransomware,
and budget constraints.

Business Impact
Analysis (BIA)

Identifies critical business functions, dependencies, and the
potential financial and operational impact of disruptions.

Helps prioritize recovery efforts, ensures
resource allocation, and supports

Risk Managers, Business Analysts, IT Leaders assess
dependencies, financial loss projections, and

Difficult to quantify intangible losses,
ensuring accuracy, and adapting to

technical response steps.

compliance.

mitigation.

compliance. downtime impacts. changing business models.
. . ] Ensures an organization is prepared for Executive Management. Security Teams. Business  |[Keeping plans adaptable. training
gr;‘;:‘ilngency A comel fmenSI\-:ﬁpc}Z.:lﬂleI:uL::gzét;S Bi&?ﬁa?ﬁﬂﬁw multiple types of threats, mimmizing Continuity Officers oversee plan development, drills, [employvees, and ensuring stakeholder
g prepar b - ¥ : " ||{financial and reputational damage. and policy enforcement. coordination.
Incident Response |The process of detecting, analyzing, containing, eradicating, Ht_Bl}‘_JS organizations mitigate c:}'ber threats,  ||CISOs, Security Opmtlc-rns Cemcrs (50C). Inf:ldent Detecting advanced threats, reducing false
" i L= minimize damage, and improve future Response Teams lead investigations and containment o . :

(IR) recovering, and learning from cybersecurity incidents. . positives, and ensuring rapid response.
security. efforts.

Incident Response A documented approach for responding to cybersecurnity Ensures structured and efficient response to ||Cybersecurity Teams, Legal & Compliance Teams, |[Keeping IRP updated, coordinating multi-

Plan (IRP) P mcidents, outlining roles, communication protocols, and threats, helping limit damage and ensure PR. Teams handle communication, forensics, and team efforts, and handling regulatory

requirements.

MIS5214 Security Architecture
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Business Continuity

Capability to continue service delivery at acceptable levels following”
natural or human-induced disaster

Source: International Standards Organization 22300:2018

Security and resilience - Vocabulary

Resiliency

“Capacity to recover quickly from difficulties

Antonymes:
* Vulnerability, weakness...”

Source: https://www.lexico.com/en/synonym/resilience




Critical Infrastructure

“Critical infrastructures are those physical and cyber-based systems essential to the minimum operations of
the economy and government. ...As a result of advances in information technology and the necessity of

improved efficiency, however, these infrastructures have become increasingly automated and interlinked.
These same advances have created new vulnerabilities to equipment failure, human error, weather and

other natural causes, and physical and cyber attacks.”

Commermal / Energy
Facnmes k\

Manufacturing |

Transportation

Water and Nuclear

Wastewater Reactors,
Systems Materials, and
Waste

Dams Defense

Emergency
Services

Communications

Government

Industrial Base ' Facilities

Presidential Decision Directive/NSC 63, 1998

Healthcare ege .
sisd Pribiic _ j Critical Infrastructure Security
Health and Resilience
] “Critical infrastructure owners and
Information . .
Technology operators are uniquely positioned

to manage risks to their individual
operations and assets, and to

Food and . . .
Agriculture determine effective strategies to
make them more secure and
Financial
Services Presidential Policy Directive/

PPD-21, 2013
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., P} AMERICA'S WATER
America’s Water Infrastructure Act of 2018 oo

Defines ‘resilience’ as

“The ability of a community water system or an asset of a community water
system to adapt to or withstand the effects of a malevolent act or natural
hazard without interruption to the asset’s or system’s function, or if the function
is interrupted, to rapidly return to a normal operating condition”




To assure resilient response

Business Continuity Plan (BCP)

Documented procedures for recovering and resuming critical operational
functions following significant disruption

Source: 1SO 22301:2012
Societal security — Business continuity management systems - Requirements

...includes a Disaster Recovery Plan (DRP)

Procedures for relocating critical information systems operations
to an alternative site following significant disruption



NIST

National Institute of
Standards and Technology
U.S. Depariment of Commerce

NIST CSF
Function Related Concept Explanation
Identify BlA, Critical Infrastructure Identify business functions, dependencies, and critical i
assets, 2
=]
Protect BCF, Contingency Planning, Implement strategies to maintain operations and %
Resiliency mitigate risks.
Detect Incident Response (IR) Identify security incidents and threats.
Respond IRE. DRP Take appropriate actions to contain and mitigate
incidents. . SP 800-53A
Recover BCF, DRP, Resiliency Restore business and IT operations after an incident.
SP 800-3%"
‘N’IST Puhlicaﬁnn“ Related Concept(s) H Description
‘N’IST SP 800-34 HBCP, DRP, Contingency Planning HGuide for Contingency Planning for IT systems, including BCP and DRP strategies.
NIST SP 80061 ||IR, IRP Compqter Incident Handling Guide, covering incident response planning and
execution.
INIST SP 800-160|[Resiliency Focuses on systems security engineering to build resilience.
NIST SP 800-39 ||BIA, Critical Infrastructure, Risk Management Enterprise risk management framework addressing impact analysis and security.
NIST CSF Aﬂf ﬁfuiﬁf)})’ IR, Resiliency, Contingency, BIA, Critical Framework for cybersecurity risk management and resilience.
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Catalog of cyber-security controls

for Business Continuity and Resiliency planning focus on

Contingency Planning controls

CLASS FAMILY IDENTIFIER
Management Risk Assessment RA
Management Planning PL
Management System and Services Acquisition SA
Management Certification, Accreditation, and Security Assessments CA
Operational Personnel Security PS
(Operational Physical and Fovironimental Protection DPE
Operational Contingency Planning CP
Operational Configuration Management CM
Operational Maintenance MA
Operational System and Information Integrity SI
Operational Media Protection MP
Operational Incident Response IR
Operational Awareness and Training AT
Technical Access Control AC
Technical Audit and Accountability AU
Technical System and Communications Protection SC

NIST Special Publication 800-53

Revision 4

Security and Privacy Controls for
Federal Information Systems
and Organizations

JOINT TASK FORCE
TRANSFORMATION INITIATIVE

This publication is available free of charge from:
httouiids doi.org/ 10 6028/NIST. SP.B00-53r4

April 2013
INCLUDES UPDATES AS OF 01-22-2015
8T OF ,,\%
N
& ™
* *
< <
A S
&
& &

o
Stareg of ©

U.S. Department of Commerce
Rebecca M. Blank, Acting Secretary

National Institute of Standards and Technology
Patrick D. Gallagher, Under Secretary of Commerce for Standards and Technology and Director
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Contingency Planning
Controls

CONTROL NAME BASELINES

Low MOD HIGH
Contingency Planning Policy and Procedures
Contingency Plan

Contingency Training

X X X X

Contingency Plan Testing
Alternative Storage Site
Alternative Processing Site

Telecommunications Services

X X X X X X X X
X X X X X X X

Information System Backup X

Information System Recovery and Reconstitution X X X

NIST SP 800-53r4 “Security and Privacy Controls for Federal Information Systems and Organizations”

E CONTROL BASELINES

CNTL CONTROL NAME g

CP-1 Contingency Planning Policy and Procedures X X x x

CP-2 C Plan x x x
CP-2(1) CONTINGENCY PLAN | COORDINATE WITH RELATED PLANS x X
CP-2(2) | CONTINGENCY PLAN | CAPACITY PLANNING x
CP-2(3) | CONTINGENCY PLAN | RESUME ESSENTIAL MISSIONS / BUSINESS x X

FUNCTIONS
CP-2(4) | CONTINGENCY PLAN | RESUME ALL / FUNCTIONS
CP-2{5) CONTINGENCY PLAN | CONTINUE ESSENTIAL MISSIONS / BUSINESS
FUNCTIONS
CP-2(8) [PLAN | IDENTIFY CRITICAL ASSETS X X

CP-3 C x x x x
CP-3(1) | CONTINGENCY TRAINING | SIMULATED EVENTS X x

CP4 C Plan Testing X X X X
CP-4(1) | CONTINGENCY PLAN TESTING | COORDINATE WITH RELATED PLANS X X X
CP4(2) | CONTINGENCY PLAN TESTING | ALTERNATE PROCESSING SITE X x

CP-5 Contingency Plan Update X | Incorporated into CP-2.

CP$6 ge Site X )
CP-6(1) | ALTERNATE STORAGE SITE | SEPARATION FROM PRIMARY SITE x X
CP-§(2) ALTERNATE STORAGE SITE | RECOVERY TIME / POINT OBJECTIVES X
CP-§(3) | ALTERNATE STORAGE SITE | ACCESSIBILITY x x

CcP-7 Pr ing Site X X
CP-7(1) | ALTERNATE SITE | SEPARATION FROM PRIMARY SITE X X
CP-7(2) | ALTERNATE PROCESSING SITE | ACCESSIBILITY X X
CP-7(3) | ALTERNATE SITE | PRIORITY OF SERVICE x X
CP-7(4) | ALTERNATE PROCESSING SITE | PREPARATION FOR USE X
CP-7(5) | ALTERNATE PROCESSING SITE | EQUIVALENT INFORMATION X | Incorporated into CP-7.

SECURITY SAFEGUARDS

CcP38 Telocommunications Services x x

CP8(1) | TELECOMMUNICATIONS SERVICES | PRIORITY OF SERVICE x x
PROVISIONS

CP82) | & TIONS SERVICES | SINGLE POINTS OF FAILURE x x

cP83) | reL nons 1 JON OF PRIMARY / X
ALTERNATE PROVIDERS

CP-8(4) TELEC I c PLAN x

CcP9 System Backup X X x

CP-{1) | INFORMATION SYSTEM BACKUP | TESTING FOR RELIABILITY / X X
INTEGRITY

CP-9(2) INFORMATION SYSTEM BACKUP | TEST RESTORATION USING x
SAMPLING

CP-(3) | INFORMATION SYSTEM BACKUP | SEPARATE STORAGE FOR CRITICAL x
INFORMATION

CP-9(4) | INFORMATION SYSTEM BACKUP | PROTECTION FROM UNAUTHORZED | X | Incorporated into CP-9.
MODIFICATION

CP-(5) | INFORMATION SYSTEM BACKUP | TRANSFER TO ALTERNATE x
STORAGE SITE

CP-10 System y and x X X

CP-10(1) sy AND TTUTION | X | Incorporated into CP-4
CONTINGENCY PLAN TESTING

CP-10(2) | INFORMATION SYSTEM RECOVERY AND RECONSTITUTION | | l x ‘ x
TRANSACTION RECOVERY

CP-10(3) | meec SY AND TTUTION | x | Addressed by tailoring procedures.
COMPENSATING SECURITY CONTROLS

CP-104) SYSTEM AND TTUTION | | ‘ ‘ x
WITHIN TIME PERIOD 29

CP-10(5) sy AND TTUTION | FALOVER | x | Incorporated into Si-13.

CAPABILITY




Supporting Information

« BIA
» POC lists
= Procedures

3-Phases in a
Contingency Plan

All dependent on a BIA “Business Impact Analysis” Plan Development

» Incorporate BIA
findings
= Document recovery

strategy

MIS5214 Security Architecture NIST SP 800-34 R1 — Contingency Planning Guide for Federal Information Systems



NIST

National Institute of
Standards and Technology
U.S. Department of Commerce

Categorizing information systems
enables us to understand the
priority for recovery...

SP 800-53A

SP 800-39°
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Impact on which security objective determines priorities for

recovery?

POTENTIAL IMPACT

FIPS PUB 199

Security Objective

Low

MODERATE

HIGH

Confidentiality
Preserving authorized
restrictions on information
access and disclosure,
including means for

The unauthorized
disclosure of information
could be expected to have
a limited adverse effect on
organizational operations,

protecting persona

The unauthorized
disclosure of information
could be expected to have
a serious adverse effect on
organizational operations,
organizational assets. or

organizational assets. or

The unauthorized
disclosure of information
could be expected to have
a severe or catastrophic
adverse effect on

FEDERAL INFORMATION PROCESSING STANDARDS PUBLICATION

Standards for Security Categorization of
Federal Information and Information Systems

organizational operations.

privacy a
informati
[44 U.S.C|

Integrin|
Guarding|
informati

or destrug
- olud

POTENTIAL IMPACT

Security Objective

LOwW

MODERATE

HIGH

informat
repudiat
authentic

[44 U.S4

Availab
Ensuring
reliable ¢
of inforr
[44 U.S.(

Availability

Ensuring timely and
reliable access to and use
of information.

[44 U.S.C., SEC. 3542)

The disruption of access to
or use of information or an
information system could
be expected to have a
limited adverse effect on
organizational operations,
organizational assets, or
individuals.

The disruption of access to
or use of information or an
information system could
be expected to have a
serious adverse effect on
organizational operations,
organizational assets, or
individuals.

The disruption of access to
or use of information or an
information system could
be expected to have a
severe or catastrophic
adverse effect on
organizational operations,
organizational assets, or
individuals.
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Plan is based on “recovery priorities”

Develop Conduct
Contingency Business

Planning Policy Impact
Analysis

|dentify Create Develop Plan Testing, Plan
Preventive Contingency Contingency Training, and Maintenance
Controls Strategies Plan* Exercises

MIS5214 Security Architecture NIST SP 800-34 R1 — Contingency Planning Guide for Federal Information Systems
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Business Impact Analysis (BIA) Answers

What are the work processes ?

How critical is each ?

What data, applications, and people are needed to run each critical process ?
What are the priorities for recovering information systems after disruption ?

> w e

5. For each critical IT resource, what are:

* Recover time objective (RTO):
Maximum acceptable downtime

* Recovery point objective (RPO):
Maximum acceptable data loss (measured in time, but implies # of data records)



Prerequisite for BIA and contingency planning...

Good work process documentation identifies all people, data, applications, communications
and information technologies needed to restore operations
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Priorities for recovery example

Mow Grass
Clean Lots

Street Cleaning - Mechanical and Manual
c Snow Removal
Street Cleaning ,

Debris Removal (Emergency Response
Special Pick Ups

Public Works Dept Leaf Removal
O . Neighborhood Cleanup
peratlons Special Events
D. o e Special Projects
vision Public Property [uilding Repair
Tree Lighting
poeratons Divedon ] o .
Streex Cinaning - Debris Ramoval (Emargency Response) Electrical Repair
— .treet Potholes, Street Repair, and Resurfacing
. . ) -
copecrTeams i = Special Event Blockade
= - 2

Catch Basin Repair
Supervisor rvitation Catch Basin Cleaning

Garbage Collection
I""':||' {"’:_".4 Crew

Opsrstns Crum | Strsset Cmsrnnng Sipsersser




Business Impact Analysis (BIA) example...

* Determine Business Processes and Recovery Criticality

* |dentify Information and IT Resource Requirements

* [dentify Information System Resource Recovery Priorities

Business
Process

FIPS 199

Potential Max Tolerable System Recovery Time
Impacts Downtime* Components  Objective”

W
/\

Interdependencies Notional Times

MIS5214 Security Architecture

NIST SP 800-34 R1 — Contingency Planning Guide for Federal Information Systems
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NIST

National Institute of
Standards and Technology
U.S. Department of Commerce

/’

Gaiegorize
System

SP 800-53A

SP 800-39°
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Catalog of cyber-security controls

for Business Continuity and Resiliency planning focus on
Contingency Planning controls

NIST Special Publication 800-53

Revision 4

Security and Privacy Controls for
Federal Information Systems

and Organizations

JOINT TASK FORCE
TRANSFORMATION INITIATIVE

This publication is available free of charge from:
httotidx doi.org/10.6028/MIST.SP.800-53rd

April 2013

INCLUDES UPDATES AS OF 01-22-2015

U.S. Department of Commerce
Rebecca M. Blank, Acting Secretary

ational Institute of Standards and Technology
e for Standards and Technology and Director

CLASS FAMILY IDENTIFIER
Management Risk Assessment RA
Management Planning PL
Management System and Services Acquisition SA
Management Certification, Accreditation, and Security Assessments CA
Operational Personnel Security PS
ﬂpm‘nrinnn] Physical and Fosvaronmental Protection PE
Operational Contingency Planning CP
Operational Conliguration Management CM
Operational Maintenance MA
Operational System and Information Integrity SI
Operational Media Protection MP
Operational Incident Response IR
Operational Awareness and Training AT
Technical Access Control AC
Technical Audit and Accountability AU
Technical System and Communications Protection SC

39




Contingency Planning
Controls

CONTROL NAME BASELINES

Low MOD HIGH
Contingency Planning Policy and Procedures
Contingency Plan

Contingency Training

X X X X

Contingency Plan Testing
Alternative Storage Site
Alternative Processing Site

Telecommunications Services

X X X X X X X X
X X X X X X X

Information System Backup X

Information System Recovery and Reconstitution X X X

NIST SP 800-53r4 “Security and Privacy Controls for Federal Information Systems and Organizations”

E CONTROL BASELINES

CNTL CONTROL NAME g

CP-1 Contingency Planning Policy and Procedures X X x x

CP-2 C Plan x x x
CP-2(1) CONTINGENCY PLAN | COORDINATE WITH RELATED PLANS x X
CP-2(2) | CONTINGENCY PLAN | CAPACITY PLANNING x
CP-2(3) | CONTINGENCY PLAN | RESUME ESSENTIAL MISSIONS / BUSINESS x X

FUNCTIONS
CP-2(4) | CONTINGENCY PLAN | RESUME ALL / FUNCTIONS
CP-2{5) CONTINGENCY PLAN | CONTINUE ESSENTIAL MISSIONS / BUSINESS
FUNCTIONS
CP-2(8) [PLAN | IDENTIFY CRITICAL ASSETS X X

CP-3 C x x x x
CP-3(1) | CONTINGENCY TRAINING | SIMULATED EVENTS X x

CP4 C Plan Testing X X X X
CP-4(1) | CONTINGENCY PLAN TESTING | COORDINATE WITH RELATED PLANS X X X
CP4(2) | CONTINGENCY PLAN TESTING | ALTERNATE PROCESSING SITE X x

CP-5 Contingency Plan Update X | Incorporated into CP-2.

CP$6 ge Site X )
CP-6(1) | ALTERNATE STORAGE SITE | SEPARATION FROM PRIMARY SITE x X
CP-§(2) ALTERNATE STORAGE SITE | RECOVERY TIME / POINT OBJECTIVES X
CP-§(3) | ALTERNATE STORAGE SITE | ACCESSIBILITY x x

CcP-7 Pr ing Site X X
CP-7(1) | ALTERNATE SITE | SEPARATION FROM PRIMARY SITE X X
CP-7(2) | ALTERNATE PROCESSING SITE | ACCESSIBILITY X X
CP-7(3) | ALTERNATE SITE | PRIORITY OF SERVICE x X
CP-7(4) | ALTERNATE PROCESSING SITE | PREPARATION FOR USE X
CP-7(5) | ALTERNATE PROCESSING SITE | EQUIVALENT INFORMATION X | Incorporated into CP-7.

SECURITY SAFEGUARDS

CcP38 Telocommunications Services x x

CP8(1) | TELECOMMUNICATIONS SERVICES | PRIORITY OF SERVICE x x
PROVISIONS

CP82) | & TIONS SERVICES | SINGLE POINTS OF FAILURE x x

cP83) | reL nons 1 JON OF PRIMARY / X
ALTERNATE PROVIDERS

CP-8(4) TELEC I c PLAN x

CcP9 System Backup X X x

CP-{1) | INFORMATION SYSTEM BACKUP | TESTING FOR RELIABILITY / X X
INTEGRITY

CP-9(2) INFORMATION SYSTEM BACKUP | TEST RESTORATION USING x
SAMPLING

CP-(3) | INFORMATION SYSTEM BACKUP | SEPARATE STORAGE FOR CRITICAL x
INFORMATION

CP-9(4) | INFORMATION SYSTEM BACKUP | PROTECTION FROM UNAUTHORZED | X | Incorporated into CP-9.
MODIFICATION

CP-(5) | INFORMATION SYSTEM BACKUP | TRANSFER TO ALTERNATE x
STORAGE SITE

CP-10 d System y and x X X

CP-10(1) sy AND TTUTION | X | Incorporated into CP-4
CONTINGENCY PLAN TESTING

CP-10(2) | INFORMATION SYSTEM RECOVERY AND RECONSTITUTION | | l x ‘ x
TRANSACTION RECOVERY

CP-10(3) | meec SY AND TTUTION | x | Addressed by tailoring procedures.
COMPENSATING SECURITY CONTROLS

CP-104) SYSTEM AND TTUTION | | ‘ ‘ x
WITHIN TIME PERIOD 40

CP-10(5) sy AND TTUTION | FALOVER | x | Incorporated into Si-13.

CAPABILITY




Options for alternate Data Processing Site

Hot site: A geographically remote facility, fully equipped and ready to power up at
a moments notice

Warm site: Includes communications components but computers are not installed
— will need to be delivered and setup

Cold site: Provides only the basic environment that can be outfitted with
communication, utilities and computers

Site Cost Hardware Telecommunications |Setup Time
Equipment
Hot Site High Full Full Short
Warm Site | Medium Partial Full / Partial Medium
Cold 5ite Low Mone Mone Long




Location of Alternate site

Disaster recovery site should be in a different geophysical area not susceptible to same disaster as
the primary operations facility
Note: even the cloud is located somewhere...

With multiple providers of:

US Long-haul High-Speed Internet Fiber Network
MIT Technology Review, 9/15/2015

® Red squares show cable junctions
located mostly in major population
centers

* Telecommunications
» Stable power supply
* Redundant utilities

GFI flood-prone areas
e A

facific)'\ |
deean S\ K Mavis
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CHAPTER 6 - MULTIPLE HAZARD MAPPING

Multi-hazard mapping BRI e e LoD e

1. Translated Information

Primer on Natural Hazard Management in 2-Sources and Comping nformation
Integrated Regional Development Planning C_MAP FORMAT
Department of Regional Development and Environment Executive Wﬁc
Secretariat for Economic and Social Affairs Organization of American States e o
4. Types of Symbols
With support from the Office of Foreign Disaster Assistance United States D_OTHER FORMS OF MULTIPLE HAZARDS INFORMATION

Agency for International Development

_ Cross section of Effects
2. Photographs of Damage

H 3. Atlas of Hazards
WaShmgton' D.C. 1991 4. Plan for Reducing Hazards
5. Analyses of Land Capability
6. Single Event with Multiple Hazards

7. Series of Strip Maps

Figure 6-1 EXAMPLES OF NATURAL PHENOMENA WHICH MAY BE HAZARDOUS e e o mation Systems

10. Information Processed by Computer

i i i i Seismic ildfi
Atmospheric  Volcanic Hydrologic Other Geologic Wildfire E LIMITATIONS
Hailstorms Ashfalls Coastal flooding Debris avalanches Fault ruptures Brush o
Hurricanes Gases Desertification  Expansive soils ~ Ground shaking ~ Forest 1. Credibility _ _
Lightning Lava flows Drought Rockfalls Lateral spreading Savannah 2. Likelihood, Location, and Severity
Thunderstorms  Projectiles and Erosion Submarine slides  Liquefaction Urban conflagration 3. Accuracy versus Precision
Tornadoes lateral blasts River floods Subsidence Seiches 4. Scale
Tropical storms  Pyroclastic flows Storm surges Tsunamis 5. Abuse

B. Synthesis versus Detail
7. Use of Caveats

CONCLUSION
REFERENCES

Tephra (ashes, cinders, lapilli)



Where is a good place for a
backup data center? /

Integrated Urban

Hazards Intensity QC value

& Intensive B 441055
7] High W 36104.4
N Middle 2.9t 3.6
[] Low 1211029
= Weak 12021

« provincial capical city

AL

Map of Comprehensive Urban Natural Disaster Intensity in China

!

% :
| o
Tk
tii] ~ -




to DFN ( Germen)

to USA ==

Integrated Urban
Hazards Intensity  QC value

«Z>CERNET
& Intensive H441055
— 71 High B 3604.4
Middle B 2.9103.6
(] Low 12.1102.9
— £ Weak 1.210 2.1

 Hongkong

« provincial capical city @

E EYHANTH AR

China Education and Research Network

Example is an outdated internet infrastructure map intended to illustrate what
is needed to plan data center disaster recovery site



Contingency Planning
Controls

CONTROL NAME BASELINES

Low MOD HIGH
Contingency Planning Policy and Procedures
Contingency Plan

Contingency Training

X X X X

Contingency Plan Testing
Alternative Storage Site
Alternative Processing Site

Telecommunications Services
Information System Backup } X

X X X X X X X X
X X X X X X X

Information System Recovery and Reconstitution X X X

NIST SP 800-53r4 “Security and Privacy Controls for Federal Information Systems and Organizations”

E CONTROL BASELINES

CNTL CONTROL NAME g

CP-1 Contingency Planning Policy and Procedures X X x x

CP-2 C Plan x x x
CP-2(1) CONTINGENCY PLAN | COORDINATE WITH RELATED PLANS x X
CP-2(2) | CONTINGENCY PLAN | CAPACITY PLANNING x
CP-2(3) | CONTINGENCY PLAN | RESUME ESSENTIAL MISSIONS / BUSINESS x X

FUNCTIONS
CP-2(4) | CONTINGENCY PLAN | RESUME ALL / FUNCTIONS
CP-2{5) CONTINGENCY PLAN | CONTINUE ESSENTIAL MISSIONS / BUSINESS
FUNCTIONS
CP-2(8) [PLAN | IDENTIFY CRITICAL ASSETS X X

CP-3 C x x x x
CP-3(1) | CONTINGENCY TRAINING | SIMULATED EVENTS X x

CP4 C Plan Testing X X X X
CP-4(1) | CONTINGENCY PLAN TESTING | COORDINATE WITH RELATED PLANS X X X
CP4(2) | CONTINGENCY PLAN TESTING | ALTERNATE PROCESSING SITE X x

CP-5 Contingency Plan Update X | Incorporated into CP-2.

CP$6 ge Site X )
CP-6(1) | ALTERNATE STORAGE SITE | SEPARATION FROM PRIMARY SITE x X
CP-§(2) ALTERNATE STORAGE SITE | RECOVERY TIME / POINT OBJECTIVES X
CP-§(3) | ALTERNATE STORAGE SITE | ACCESSIBILITY x x

CcP-7 Pr ing Site X X
CP-7(1) | ALTERNATE SITE | SEPARATION FROM PRIMARY SITE X X
CP-7(2) | ALTERNATE PROCESSING SITE | ACCESSIBILITY X X
CP-7(3) | ALTERNATE SITE | PRIORITY OF SERVICE x X
CP-7(4) | ALTERNATE PROCESSING SITE | PREPARATION FOR USE X
CP-7(5) | ALTERNATE PROCESSING SITE | EQUIVALENT INFORMATION X | Incorporated into CP-7.

SECURITY SAFEGUARDS

CcP38 Telocommunications Services x x

CP8(1) | TELECOMMUNICATIONS SERVICES | PRIORITY OF SERVICE x x
PROVISIONS

CP82) | & TIONS SERVICES | SINGLE POINTS OF FAILURE x x

cP83) | reL nons 1 JON OF PRIMARY / X
ALTERNATE PROVIDERS

CP-8(4) TELEC I c PLAN x

CcP9 System Backup X X x

CP-{1) | INFORMATION SYSTEM BACKUP | TESTING FOR RELIABILITY / X X
INTEGRITY

CP-9(2) INFORMATION SYSTEM BACKUP | TEST RESTORATION USING x
SAMPLING

CP-(3) | INFORMATION SYSTEM BACKUP | SEPARATE STORAGE FOR CRITICAL x
INFORMATION

CP-9(4) | INFORMATION SYSTEM BACKUP | PROTECTION FROM UNAUTHORZED | X | Incorporated into CP-9.
MODIFICATION

CP-(5) | INFORMATION SYSTEM BACKUP | TRANSFER TO ALTERNATE x
STORAGE SITE

CP-10 System y and x X X

CP-10(1) sy AND TTUTION | X | Incorporated into CP-4
CONTINGENCY PLAN TESTING

CP-10(2) | INFORMATION SYSTEM RECOVERY AND RECONSTITUTION | | l x ‘ x
TRANSACTION RECOVERY

CP-10(3) | meec SY AND TTUTION | x | Addressed by tailoring procedures.
COMPENSATING SECURITY CONTROLS

CP-104) SYSTEM AND TTUTION | | ‘ ‘ x
WITHIN TIME PERIOD 46

CP-10(5) sy AND TTUTION | FALOVER | x | Incorporated into Si-13.

CAPABILITY




Data backup systems and redundancies

* Database shadowing

* Electronic vaulting - Recovery Point Objective

* Remote journaling

 Storage area network and hierarchical N—
® Tape backups ® Disk-based e Mirroring

stora geé manageme nt » Log shipping backups o Real-time
* Snapshots replication
* Shared storage rpicaion
® | og shipping
* RAID —

* Failover clustering

LOCAL SITE REMOTE SITE
m m Asynchronous Synchronous
Tape Back-Up Replication  Replication
T T T A A A
= —l_ = g S v W g \
‘El% ‘El% ‘E.% Weeks Days Hours Minutes Seconds

Primary Server Secondary Server Disaster Recovery Server

N/

3

Shared Storage

Recovery Point Objective (RPO)

REPLICATION

L~

Mirrored Storage



Recovery Options: Location & Backup

Information System
Recovery Priority

Backup /
Recovery Strategy

High priority

Backup: Mirrored systems and disc replication

$SS

Strategy: Hot site

Moderate priority

Backup: Optical backup and WAN/VLAN replication

Strategy: Warm or Cold site SS

Low priority

Backup: Tape backup

S

Strategy: Cold site

NIST SP 800-34 R1

Planning Guide for Federal Information Systems

Recovery Time Objective

High Availability Hot Site

Seconds Minutes Hours Days Weeks

Facility strategy

Recovery Point Objective

Synchronous Asynchronous
Replication  Replication Tape Backup

YT

Seconds Minutes Hours Days Weeks

Data backup

48



Considerations - Budget

Contingency | Strategies Vendor | Hardware | Software | Travel/ Labor/ Testing Supply
Resources Costs Costs Costs Shipping | Contractor | Costs Costs
Costs Costs
Alternate Cold Site
I Warm Site
Hot Site
Offsite Commercial
SEs Internal
Equipment SLA
Replace- Storage
ment

Existing Use




Response Roles and Responsibilities example

Contingency Planning Coordinator

Alternate Contingency
Planning Coordinator

Network Recovery Database Recovery Telecommunications Server Recovery
Team Leader Team Leader Team Leader Team Leader
i New:*o_rk QIS | D_B_MS | WAN Engineer 1 EMai_I System
Administrator Administrator Administrator
I
Desktop Support | SQL Admin | Junior Systems Server Support
Technician Engineer Technician
Desktop Support | Database | Telecom | App Server
Technician Analyst Technician Administrator
I
Help Desk | | Telecom Server Support
Technician Technician Technician

MIS5214 Security Architecture NIST SP 800-34 R1 — Contingency Planning Guide for Federal Information Systems



Contingency Plan

NIST Special Publication 800-34 Rev. 1

Contingency Planning Guide for
Federal Information Systems

Marianac Swanson

Dean Gallup
David L

USS. Dej

Appendix A— Sample Information System Contingency Plan Templates..................... A.11

A1 Sample Template for Low-Impact Systems..........cccccoevieeiiiniceecieeeeeceee e
A2 Sample Template for Moderate-Impact Systems
A.3  Sample Template for High-Impact Systems

MIS5214 Security Architecture
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Contingency plans must be practiced and tested

...to be sure the plan is good, everyone is prepared and knows what to do

Can range from:
* Checklist review
* Tabletop exercise
 Structured walk-through
* Dry-Run tests

52



Agenda

v'Computer virus

v'Malicious software
v'Proliferation of malware
v'"Malware components
v'Anti-malware components
v'Best practices for protection

v'Business Continuity and Disaster Contingency Planning
* Incident Response Planning
* Team Project Q&A



NIST Cybersecurity Framework

PD

FRAMEWORK

™
3
@
Version 1.1

What assets need protection? IDENTIFY
National Institute of Standards and Technology

Framework for Improving
Critical Infrastructure Cybersecurity

What safeguards are available PROTECT

?
What techniques can identify

incidents ?
What techniques can contain

impacts of incidents ?
What techniques can restore

capabilities?

April 16, 2018

RESPOND

RECOVER




NIST Cybersecurity Framework

=
—

What assets need protection?

What safeguards are available ?

What techniques can identify
incidents ?

What techniques can contain
impacts of incidents ?

What techniques can restore
capabilities ?

Function Function
Unique
Identifier

Identify

Category

Asset Management

Business Environment

Governance

Risk Assessment

Risk Management Strategy

Supply Chain Risk Management

Protect

Identity Management and Access Control

Awareness and Training

Data Security

Information Protection Processes and Procedures

Maintenance

Protective Technology

Detect

Anomalies and Events

Security Continuous Monitoring

Detection Processes

Respond

Response Planning

Communications

Analysis

Mitigation

Improvements

Recover

Recovery Planning

Improvements

Communications




Computer security incident response - vocabulary

Event — any observable occurrence in a system or a network, e.g.
* User sending an email
* User connecting to a file share (i.e. file folder on another computer)
» Server receiving a request for a web page
* Firewall blocking a connection attempt

Adverse event —is an event with a negative consequence, e.g.
e System crash
* Execution of malware that destroys data
* Unauthorized use of system privileges



Computer security incident response - vocabulary

Computer security incident — is a violation (or imminent threat) of
computer security policies, acceptable use policies, or standard
practices, e.g.

* Users are tricked into opening a “quarterly report” sent via email that is

actually malware; running the tool has infected their computers and
established connections with an external host

* An attacker obtains sensitive data and threatens that the details will be
released publicly if the organization does not pay a designated sum of money

* An attacker commands a botnet to send high volumes of connection requests
to a web server, causing it to crash

* A user provides or exposes sensitive information to others by mistake or on
purpose



Computer security incident response

Is necessary because...
* Computer security controls, systems, and processes are not perfect

* Protections designed to protect information and information systems
eventually fail

* Security breaches are inevitable
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Industry Targeting

“The top five most targeted industries in
2020 were:

* business and professional services,
* retail and hospitality,

 financial,

* healthcare, and

high technology.

Over the past decade, business and
professional services and financial have
consistently placed in the top five most

targeted industries.”
Page 17

Ransomware
Ransomware Evolves Into Multifaceted Extortion

Steps toward Proactive Hardening Against
Ransomware in Multiple Environments

Recovery and Reconstitution Challenges in
Post-Ransomware Scenarios

Newly Named Threat Groups
FINTT
Pandemic-Related Threats

Threats Against Organizations Working with
COWVID-19 Information and Research

UNC2452

Mapping UNC2452 Activity to the Targeted
Attack Lifecycle Framework

Case Studies

Insider Threat Risks to Flat Environments

Red Team Makes the Most of Social Engineering
and Systern Misconfigurations

Conclusion

More Security Awareness to Build Best Practices
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Who is detecting intrusions by attackers?
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How long are attackers remaining in compromised
systems?
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“Dwell time is calculated as the number of days an attacker is
present in a victim environment before they are detected.”
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Handling an Incident
Incident response process has several phases: Computer Security
1. Preparation - the business attempts to limit the number of Incident Handling Guide
incidents that will occur by selecting and implementing a set R e
of controls based on the results of risk assessments of Standards and Technology

o Residual risk will inevitably persist after controls are implemented o Ctonei

Tom Millar
Tim Grance
Karen Scarfone

2. Detection and analysis - of security breaches is necessary to
alert the organization when incidents occur

htp://dx.doi.org/10.6028/NIST.SP.800-61:2

3. Containment, Eradication & Recovery - the organization works to mitigate the impact of

the incident by containing it and ultimately recovering from it
o Activity often cycles back to detection and analysis
E.g., to see if additional hosts are infected by malware while eradicating malware

4. Post-Incident Activity - After the incident is adequately handled, the organization issues a
report that details the cause and cost of the incident and the steps the organization
should take to prevent future incidents



Handling an Incident - Preparation

Preventing Incidents — Keeping the number of incidents reasonably low is very
important to protect the business processes of the organization

* If security controls are insufficient, higher volumes of incidents may occur, overwhelming the incident
response team

* This can lead to slow and incomplete responses, which translate to a larger negative business impact
(e.g., more extensive damage, longer periods of service and data unavai ablllty%

Incident response preparation includes preventing incidents by ensuring that
systems, networks, and applications are sufficiently secure

* Risk Assessments

* Host Security

* Network Security m

%7 E3 v

* Malware Prevention
* User Awareness and Training Praparation

Containment
Eradication Post-Incident
& Recovery Activity




Handling an Incident — Detection and Analysis

Signs of an incident

For many organizations, the most challenging part of the incident response
process is accurately detecting and assessing possible incidents—determining
whether an incident has occurred and, if so, the type, extent, and magnitude of

the problem
Signs of an incident fall into one of two categories:

1. Precursors — a sign that an incident may occur in the future

2. Indicators - a sign that an incident may have occurred or may.be
occurring now




Handling an Incident — Detection and Analysis

Precursors — While rare, if precursors are detected, the organization may have an
opportunity to prevent the incident by altering its security posture to save a
target from attack. At a minimum, the organization could monitor activity
involving the target more closely.

Examples of precursors are:
* Web server log entries that show the usage of a vulnerability scanner

* NIST National Vulnerability Database (NVD) Announcement of a new exploit targeting a
vulnerability of the organization’s mail server

* A threat from a group stating the group will attack the organization




Detection and Analysis

Indicators - While precursors are relatively rare, indicators are
all too common. Too many types of indicators exist to
exhaustively list them, but some examples are listed below:

* An application logs multiple failed login attempts from an unfamiliar remote system

* A network intrusion detection sensor alerts when a buffer overflow attempt occurs against a database
server

* A system administrator sees a filename with unusual characters

* Antivirus software alerts when it detects that a host is infected with malware

* A host records a configuration change in its log

* An email administrator sees a large number of bounced emails with suspicious content

* A network administrator notices an unusual deviation from typical network traffic flows
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Intrusion Detection Systems (IDSs)

While firewalls and antivirus are preventive controls,

IDS are access control monitoring devices designed to
1. Detect a security breach - —]
- e L .. - Critical Signature
2. Aid in mitigating damage caused by hackers breaking into sensitive ‘ files database
v

computer and network systems —

= : ’ %
Analysis | User
engine interface
h g .
Alarm .
— Reports
storage |

* IDS’ components A

Network Traffic

traffic |collector

R

1. Sensors
e Collect and send traffic and user activity data to analyzers
2. Analyzers

* Look for suspicious activity and if found sends alert to administrator’s
interface

3. Administrative interfaces

MIS 5214 Security Architecture 71



Intrusion Detection Systems (IDSs)

Two main types of IDS
1. Host-based for analyzing activity within a particular computer system
2. Network-based for monitoring network communications

Network-based IDS

IDS can be configured to:
* Watch for attacks
* Alert administrator as attacks happen

* Expose a hacker & her/his techniques

MIS 5214 Security Architecture 72



Continuous monitoring with a Security Information
and Event Management (SIEM) system




SIEM’s help with Data Analysis vy et gy

Swiich Cfg. NAT Cfg. App Log

and Correlation s | | Wi

* Bring raw data events into one database

* Database software is programmed to look for “Notable events” or
correlations

* Correlations will take seemingly isolated events and bring them forward for
review/action:
* Windows Log: Employee denied windows login (unknown user account)

* |dentity Management System: notes the user account was deleted
because employee was terminated last month.

e Security Domains: Access, Endpoints, Networks, Identity



SIEM

e Security Information and Event Management
(SIEM) market is defined by the customer's need
to analyze event data in real time.

* Allows for the early detection of targeted attacks
and data breaches

* Collect, store, investigate and report on log data
for incident response, forensics and regulatory
compliance.

* Aggregates event data produced by security
devices, network infrastructure, systems and
applications. The primary data source is log data.
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Containment, Eradication, and Recovery

Containment - is important before an incident S = E
overwhelms resources or increases damage R Lol A—

Preparation Analysis & Recovery Activity

* Most incidents require containment, which
provides time for developing a tailored remediation
strategy

* An essential part of containment is decision-making (e.g., shut down a system,
disconnect it from a network, disable certain functions)

* Criteria for selecting among containment strategies are based on type of incident:

o Potential damage & theft of resources

o Need for evidence preservation

o Service availability requirements (e.g., network connectivity, services provided to external parties)
o Time & resources needed to implement

o Effectiveness (e.g., partial containment, full containment)



Containment, Eradication, and Recovery

Eradication - After an incident has been contained, [ /2 ) L

eradication may be necessary to eliminate il ooecions FEadcaton® Postincident
. . Preparation Analysis & Recovery Activity

components of the incident, such as:

e Deleting malware
 Disabling breached user accounts

* Identifying and mitigating all vulnerabilities that were exploited

* During eradication, it is important to identify all affected hosts within the organization so that they
can be remediated



Containment, Eradication, and Recovery

Recovery - In recovery, administrators restore

systems to normal operation, confirm that the ) gk E
systems are functioning normally, and (if applicable) S, Detection & Cg{i'c";t?iﬁ‘ Posncidont
reparation nalysis ecovery ctivity

remediate vulnerabilities to prevent similar incidents

May involve such actions as:

* Restoring systems from clean backups
Rebuilding systems from scratch
Replacing compromised files with clean versions

Installing patches
* Changing passwords
* Tightening network perimeter security (e.g. firewall rules, boundary router access control lists, ...)

Once a resource is successfully attacked, it is often attacked again, or other resources
within the organization are attacked in a similar manner

* As aresult, higher levels of system logging or network monitoring are often part of the recovery
process



Incident Response Workflow

Detection and Analysis

o

Containment

1. Determine whether an incident has occurred / Do Eradication Post-Incident
Preparation Analysis & Recovery Activity
1.1 Analyze the precursors and indicators I
12 Look for correlating information
1.3 Perform research (e.g., search engines, knowledge hase)
1.4 As soon as the handler believes an incident has occurred, begin documenting

the investigation and gathering evidence

2. Prioritize handling the incident based on the relevant factors (functional impact, information
impact, recoverability effort, etc.)

3. Report the incident to the appropriate internal personnel and external organizations

Containment, Eradication, and Recovery

4. Acquire, preserve, secure, and document evidence

Contain the incident

6. Eradicate the incident
6.1 Identify and mitigate all vulnerabilities that were exploited
6.2 Remove malware, inappropriate materials, and other components
6.3 If more affected hosts are discovered (e.g., new malware infections), repeat

the Detection and Analysis steps (1.1, 1.2) to identify all other affected hosts, then
contain (3) and eradicate (6) the incident for them

7. Recover from the incident
7.1 Return affected systems to an operationally ready state
72 Confirm that the affected systems are functioning normally
7.3 If necessary, implement additional monitoring to look for future related activity
Post-Incident Activity
8. Create a follow-up report

9. Hold a lessons learned meeting (mandatory for major incidents, optional otherwise)



Agenda

v'Computer virus

v'Malicious software
v'Proliferation of malware
v'"Malware components
v'Anti-malware components
v'Best practices for protection

v'Business Continuity and Disaster Contingency Planning
v'Incident Response Planning
* Team Project Q&A
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