
Extra Credit Assignment
For MIS2502

Overview and Purpose:
The goal of this project is to provide students with additional hands-on experience in data analysis and reinforce the concepts and methods covered in class. 
For this project, students should find a new suitable dataset on the internet (that was never used in the class before) and apply Decision Tree analysis to build the prediction of the outcome variable. The process should be very similar to the regular assignment on Decision Trees (i.e., start with the same Jupyter Notebook) but applied to a new dataset (e.g., https://opendataphilly.org/) .  

Requirements: 
To successfully complete this assignment, students must: 
1. Describe the Data: Select a dataset and describe the outcome variable and features for prediction. Explain how the outcome variable relates to the features and what insights can be gained from analyzing the data. 
a. Describing the outcome variable and features for prediction for the dataset, “healthcare-dataset-stroke-data.csv” – it contains information about individuals, including demographic information, medical history, and lifestyle factors. For example, this predicts whether a patient is likely to get a stroke based on the input parameters like gender, age, various diseases, and smoking status. The outcome variable in this dataset is whether the patient had a stroke or not (stroke = 1 or 0). By analyzing the provided features in relation the outcome variable, we can gain insights into the factors that may influence the likelihood of a patient having a stroke.
2. Find the Best Value for Minimum Split: Use the decision tree algorithm to find the best value for the minimum split for the dataset. Explain your reasoning for selecting the optimal value. 
a. In attempt to find the best value for the minimum split, the dataset includes a variety of attributes which makes it quite large. I chose a minimum split value of 400 to prevent overfitting and to simplify the decision tree. Additionally, when I did experiment with lower values, it resulted in overfitting. Too large also did some damage as it oversimplified it a little too much. 
3. Find the Node with the Highest and Lowest Probability: After building the decision tree model, identify the node with the highest and lowest probability. Explain what insights can be gained from analyzing these nodes and how they relate to the outcome variable and features. 
a. Finding the node with the highest probability, node #16 consists of a probability of 21.9%. Explaining the insights, it looks for an individual that is over the age of 77.5. This probability lets us know that this group will be most likely to experience a stroke out of the other groups. 
b. Finding the node with the lowest probability, node #6 consists of a probability of 0.1%. Explaining the insights, it deals with those who are under the age of 44.5, have not experienced hypertension, and have an average glucose level above 57.935. The probability lets us know that this group will be least likely to experience a stroke. 

What to submit to Canvas:
c. Your dataset.
d. Your Jupyter Notebook.
e. A Word document with answers to questions 1-3. 

For all students: Everyone who successfully completes the assignment will receive 0, 25 (average), 50 (outstanding) points extra credit added to the last assignment based on completeness and correctness.

For MIS majors, you will get 25-50 professional achievement points when you submit your work through community website: 
When you are ready to request your PRO points, do the following:
1. Make sure that you have uploaded your work to the canvas class server. 
2. Log in to the https://community.mis.temple.edu/ site. Open your Dashboard. Open “Professional Achievement Points” and “Add New”.  Select the option to submit a PRO point request relevant to this course, MIS2502. Your PRO points request should include a brief description of your work and your data.

Evaluation:
Students will receive 0, 25, or 50 PRO points based on the instructor’s assessment of their work.

